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#### Abstract

We consider the problem of estimating the probability density of the "anchor point" (residence, place of work, etc.) of a criminal offender given a set of observed spatial locations of crimes committed by the offender. Starting from kinetic models of criminal motion and target selection, we derive the probability density of anchor points using the Fokker-Planck equation and Bayes' theorem. Here, geographic inhomogeneities such as housing densities and geographic barriers (bodies of water, parks, etc.) are naturally incorporated into the probability density estimate, as well as directional bias and distance to crime preferences in offender target selection. The resulting equations are steady state advection-diffusion-reaction PDEs. We test our methodology against crime data provided by the Los Angeles Police Department, and our results highlight the benefits of incorporating these elements of criminal behavior and geographic inhomogeneities into profiling estimates.
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1. Introduction. A classical problem arising in crime science is the estimation of the anchor point $\mathbf{z} \in \mathbb{R}^{2}$ of a criminal offender, given a set of observed spatial locations $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N} \in \mathbb{R}^{2}$ of crimes assumed to have been committed by the individual. The anchor point could be the offender's legal residence, a friend's or family member's residence, place of work, etc. [16], and can be thought of as a staging point for criminal activity.

In practice, a score function

$$
\begin{equation*}
S(\mathbf{z})=\sum_{i=1}^{N} f\left(d\left(\mathbf{x}_{i}, \mathbf{z}\right)\right) \tag{1.1}
\end{equation*}
$$

is often used to determine likely locations for the anchor point $[18,4,13,16]$. Here, $d$ is a distance metric and $f$ is a kernel that typically decays at long distances (but may be increasing at short distances). One criticism of such an approach is that the score function in (1.1) is not a probability density; O'Leary argues in [16] for modeling the conditional probability density $P\left(\mathbf{z} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$, instead of the score function.

Another major fault common among methods of the form (1.1) is that $f$ is typically isotropic and does not take into account geographic features such as housing density or observed patterns of criminal behavior. For example, consider the residential burglary scenario depicted in Figure 1.1. Criminals with anchor points located at $\mathbf{z}_{1}, \mathbf{z}_{2}$, and $\mathbf{z}_{3}$ would all be assigned equal likelihood of committing the burglary at the red house in the center under a model of the form (1.1), as these points are all the

[^0]

FIG. 1.1. Residential burglary scenario with geographic heterogeneities.
same distance from the crime scene. However, the likelihood of the anchor point being at $\mathbf{z}_{1}$ should be low (in comparison to other points equidistant to the crime scene), because the offender would have to travel around the lake to get there, encountering many attractive targets along the way. Likewise, the likelihood corresponding to $\mathbf{z}_{3}$ should be lower than $\mathbf{z}_{2}$, because there are more potential targets in between that could prevent the criminal starting at $\mathbf{z}_{3}$ from reaching the red house without committing a burglary. Furthermore, a model of the form (1.1) would assign even higher likelihood to points on the lake, as every point on the lake is closer to the red house than $\mathbf{z}_{1}, \mathbf{z}_{2}$, or $\mathbf{z}_{3}$.

In this paper, we take an alternative approach to that of (1.1), deriving the probability density of the anchor point, $P\left(\mathbf{z} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$, using Bayes' theorem as suggested in [16]. This requires a model for the spatial distribution of crimes given an anchor point, as well as a model for the (prior) distribution of anchor points. We derive the former starting from a kinetic description of criminal behavior, along the lines of models introduced in $[2,22,9,26]$ for criminal movement and target selection. Our model takes into account geographic features not typically accounted for in standard geographic profiling models. We then indicate how such a model can be implemented in practice, including computation of the geographic profile, parameter estimation, and modeling of the prior distribution.

The outline of the paper is as follows. In section 2, we introduce a kinetic model of criminal behavior that can be used directly to compute geographic profiles or used as a starting point for more computationally efficient methods. In section 3 , we derive equations for the probability density, $P\left(\mathbf{z} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$, from the kinetic model using the Fokker-Planck equation and Bayes' theorem. Evaluation of the geographic profile density requires the solution of steady state advection-diffusion-reaction equations, and we detail some such solutions in specific cases. In section 4, we fit our model to burglary series data provided by the Los Angeles Police Department. The parameter estimates provide insight into how far criminals travel to commit offenses, the variance of these distances within each series, and directional bias in target selection. In section 5, we illustrate the effectiveness of our methodology in comparison with another common geographic profiling method using the data provided by LAPD.
2. A kinetic model of criminal behavior. Here we develop a kinetic model of criminal behavior that will be used to derive geographic profiling estimates. The
model assumes a foraging behavior for the criminal $[2,22,11]$, though in general the type of model should depend on the crime type. As proposed in [22], we start by introducing a (stationary) spatial attractiveness field $A(\mathbf{y} \mid \mathbf{z}) \geq 0$, reflecting how attractive the target positioned at $\mathbf{y}$ is to a criminal also positioned there, which may depend upon the anchor point $\mathbf{z}$ of the criminal. In the case of residential burglary, $A$ may be proportional to housing density $H(\mathbf{y})$ under the assumption that all houses are equally attractive. The attractiveness field will determine the rate at which criminals commit their crimes.

Letting $\mathbf{y}(t)$ denote the position of a criminal at time $t$, we model the movement of the criminal by the stochastic differential equation

$$
\begin{equation*}
\frac{d \mathbf{y}}{d t}=\boldsymbol{\mu}(\mathbf{y})+\sqrt{2 D} \mathbf{R}_{t} \tag{2.1}
\end{equation*}
$$

where $\mathbf{R}_{t}$ is a white noise, i.e., $\left\langle\mathbf{R}_{t}\right\rangle=\mathbf{0}$ and $\left\langle R_{t}^{i} R_{t^{\prime}}^{j}\right\rangle=\delta_{i j} \delta\left(t-t^{\prime}\right)$, and $D$ is the diffusion parameter. The drift term $\boldsymbol{\mu}$ can be neglected in the case of unbiased motion or could be used to describe more complex criminal behaviors. For instance, it has been suggested that criminals may modify their movements toward regions of higher attractiveness when selecting their targets [22]. This type of behavior could be incorporated into (2.1) through a gradient term of the form $\boldsymbol{\mu}=\chi \nabla A$ or a nonlocal potential involving the attractiveness field.

Since the anchor point can be viewed as the location from which criminals begin their search for a target, we take $\mathbf{y}(0)=\mathbf{z}$ as the initial condition for (2.1). A crime is then committed at $\mathbf{y}(t)$ according to the killing measure $A(\mathbf{y}(t) \mid \mathbf{z})$, the probability per unit time that the Brownian trajectory starting at $\mathbf{z}$ and given by (2.1) is terminated at the space-time point $\mathbf{y}(t)[10,21]$.

At this point, geographic profiles could in principle be computed using Monte Carlo simulation for given values of $D, \boldsymbol{\mu}(\mathbf{y})$, and $A(\mathbf{y} \mid \mathbf{z})$, assuming an estimate exists for the density of criminal anchor points $P(\mathbf{z})$. Given the popularity of agent-based models for crime applications [22, 9, 26], such an approach may be appropriate for complex agent models that do not lend themselves to mathematical analysis. However, for models of the form (2.1), we show in the next section that the geographic profiles can be computed more efficiently.
3. Derivation of geographic profiling densities. Given that a criminal starts his random walk governed by (2.1) from the anchor point $\mathbf{z}$, the transition (survival) probability density $\rho(\mathbf{x}, t \mid \mathbf{z})$ [10] of the position of the criminal satisfies the FokkerPlanck equation

$$
\begin{align*}
\frac{d \rho}{d t} & =\nabla \cdot(D \nabla \rho)-\nabla \cdot(\boldsymbol{\mu}(\mathbf{x}) \rho)-A(\mathbf{x} \mid \mathbf{z}) \rho  \tag{3.1}\\
\rho_{0} & =\delta(\mathbf{x}-\mathbf{z}) \tag{3.2}
\end{align*}
$$

where $\nabla$ is with respect to the variable $\mathbf{x}[10,21]$.
Integrating (3.1)-(3.2) in time, the probability density of where the crime is committed is then determined by

$$
\begin{equation*}
P(\mathbf{x} \mid \mathbf{z})=A(\mathbf{x} \mid \mathbf{z}) \rho(\mathbf{x} \mid \mathbf{z}) \tag{3.3}
\end{equation*}
$$

where $\rho(\mathbf{x} \mid \mathbf{z})=\int_{0}^{\infty} \rho(\mathbf{x}, t \mid \mathbf{z}) d t$ solves the elliptic partial differential equation

$$
\begin{equation*}
-\nabla \cdot(D \nabla \rho)+\nabla \cdot(\boldsymbol{\mu}(\mathbf{x}) \rho)+A(\mathbf{x} \mid \mathbf{z}) \rho=\delta(\mathbf{x}-\mathbf{z}) \tag{3.4}
\end{equation*}
$$

We will refer to this equation as the "forward" equation.
3.1. Case 1. At this point, it is illustrative to examine some particular solutions to (3.4) for various values of $\boldsymbol{\mu}(\mathbf{x})$ and $A(\mathbf{x} \mid \mathbf{z})$. The simplest case to consider is that of homogeneous $D$ and $A$ and zero drift with $\mathbf{z}=0$; we refer to this as Case 1. Here, $P(\mathbf{x} \mid \mathbf{z})$ is a radially symmetric function $P(\mathbf{r})$ and is given by

$$
\begin{equation*}
P(\mathbf{r})=\frac{\mathrm{K}_{0}(r / \lambda)}{2 \pi \lambda^{2}} \tag{3.5}
\end{equation*}
$$

where $\lambda \equiv \sqrt{D / A}$ is a lengthscale that serves as the only effective parameter and $\mathrm{K}_{0}(x)$ is the zeroth order modified Bessel function of the second kind. It is important to note that $\mathrm{K}_{0}(x)$ diverges logarithmically at the origin, making this particular example somewhat ill-defined. However, since the divergence is only logarithmic, the density remains integrable over all of two-dimensional space, making this divergence less worrying. Furthermore, the distance to crime (DTC, sometimes referred to as journey to crime) probability distribution $P(r)=2 \pi r P(\mathbf{r})$ is well-defined, with the mean DTC given by $\bar{r}=\pi \lambda / 2$.

Case 1 may work reasonably well for criminals that tend to stay very close to their home and commit crimes isotropically around their anchor point; such criminals have typically been referred to as "marauders" in previous work [5]. However, it is also noted in [5] that some criminals appear to be "commuters," traveling relatively large distances to commit their crimes but often remaining within localized regions of the city. Examples of a marauder and a commuter for real burglary series in Los Angeles are depicted in section 5. Note that for commuters, the variance in DTC within a series is typically much smaller than the mean DTC for that series. This is something that Case 1 cannot incorporate in any way, as Case 1 possesses only one parameter that sets both the mean and variance in DTC; here, the variance is $v_{r}=4 \lambda^{2}-\bar{r}^{2}$. Furthermore, commuters (and occasionally marauders) also display a strong anisotropy in crime locations, typically committing crimes along what appears to be a preferred direction, another behavior not seen in Case 1.

In [5], marauders and commuters are mathematically defined (respectively) based upon whether the criminal residence is located within the smallest circle containing the two most widely separated crimes in the series. With geographic heterogeneity, however, it is possible that under this definition a marauding data series could be mistaken for commuting if the attractiveness field $A$ biases the marauder in a particular direction (for example, the criminal at $\mathbf{z}_{2}$ in Figure 1.1). Additionally, this sort of definition is binary and does not allow for any real measure of how strongly an individual may be associated with either behavior.
3.2. Case 2. To see how our kinetic model may begin to address commuters in a more general way, we first examine a simple source of anisotropy by considering the case in which $D$ and $A$ are homogeneous (as in Case 1) but where there is a constant drift $\boldsymbol{\mu}=\mu \hat{u}$, where $\hat{u}$ is a unit vector in any direction desired; this will be referred to as Case 2. This drift may represent the general direction that a particular criminal travels often, perhaps on his way to work or other important point along his daily routine. We assume here that no geographic barriers exist, so that a constant $\boldsymbol{\mu}$ is possible, but we note that the introduction of barriers to movement in principle can be handled on the numeric level. With $\mathbf{z}=0$, the crime density in Case 2 is given by

$$
\begin{equation*}
P(\mathbf{r})=\frac{e^{\alpha r \cos \phi / \lambda}}{2 \pi \lambda^{2}} \mathrm{~K}_{0}\left(\frac{r \sqrt{1+\alpha^{2}}}{\lambda}\right) \tag{3.6}
\end{equation*}
$$



Fig. 3.1. The distribution of criminal offenses as a function of angle $\phi$ as measured from the $\hat{u}$ direction for varying values of $\alpha$ in Case 2. A higher value of advection speed $\mu$ causes greater and greater anisotropy.


Fig. 3.2. Comparing the ratio $v_{r} / \bar{r}^{2}$ for Cases $1-4$. For Case 1, this ratio takes on the constant value $16 / \pi^{2}-1$. For Case 2, the ratio is plotted versus the anisotropy parameter $\alpha$; we see that all values of the ratio are higher than in Case 1. For Cases 3 and 4 (assuming large $\gamma$ ), the ratio is plotted versus $p$, and we find that all possible values of the ratio are obtained as $p$ varies.
where $\phi$ is the polar angle measured from the $\hat{u}$ direction and

$$
\begin{equation*}
\alpha \equiv \frac{\mu \lambda}{2 D} \tag{3.7}
\end{equation*}
$$

is a parameter new to Case 2 that affects the anisotropy of the crime distribution. This anisotropy is illustrated in Figure 3.1, where we plot the crime probability density as a function of the angle $\phi$ for varying values of $\alpha$ and observe that higher $\alpha$ values lead to a tighter peak around $\phi=0$, collapsing to a delta function as $\alpha \rightarrow \infty$.

Though Case 2 incorporates anisotropy in target selection in a natural and simple way, it does not fully address the issue of variance versus mean in DTC. As a twoparameter distribution, Case 2 does allow for some independence between mean DTC and variance in DTC, but only insofar as it allows the variance to be greater than that of Case 1 for a given value of $\bar{r}$ (see Figure 3.2). This is because the mean DTC
in Case 2 is given by

$$
\begin{equation*}
\bar{r}=\frac{\lambda}{\sqrt{1+\alpha^{2}}}\left[2\left(1+\alpha^{2}\right) E_{E}\left[\frac{\alpha^{2}}{1+\alpha^{2}}\right]-E_{K}\left[\frac{\alpha^{2}}{1+\alpha^{2}}\right]\right] \tag{3.8}
\end{equation*}
$$

where $E_{K}$ and $E_{E}$ are the complete elliptic integrals of the first and second kind, respectively, while the variance in Case 2 is given by

$$
\begin{equation*}
v_{r}=4 \lambda^{2}\left(1+2 \alpha^{2}\right)-\bar{r}^{2} . \tag{3.9}
\end{equation*}
$$

Hence, the ratio $v_{r} / \bar{r}^{2}$ for Case 2 is purely a function of $\alpha$ that is always greater than or equal to $16 / \pi^{2}-1$, which is the value that this ratio takes on in Case 1 . Furthermore, Case 2 continues to exhibit the divergence in $P(\mathbf{r})$ at the origin that was noted in Case 1, making it also somewhat ill-defined.
3.3. Case 3. Therefore, we look to another mechanism that will allow for greater control in DTC variance and hopefully remove the weakly divergent behavior at the origin. For this, we propose an example in which the attractiveness $A(\mathbf{x} \mid \mathbf{z})$ is no longer homogeneous but is rather a function of $|\mathbf{x}-\mathbf{z}|$, the distance from the target to the criminal's anchor point. Specifically, we choose

$$
\begin{equation*}
A(\mathbf{x} \mid \mathbf{z})=A\left(\frac{|\mathbf{x}-\mathbf{z}|}{\ell}\right)^{k} \tag{3.10}
\end{equation*}
$$

where $\ell$ is a lengthscale and $k>-2$ (see Appendix A for a justification of this restriction). This specific form for $A(\mathbf{x} \mid \mathbf{z})$ allows for criminals of all types: those that strongly desire to commit crimes very close to home $(k<0)$, those that have no inherent preference ( $k=0$, as in Case 1 ), and those that prefer to commit crimes further away from their residence $(k>0)$. Of course, other forms may be used for $A(\mathbf{x} \mid \mathbf{z})$, such as functions that saturate to a limiting value as $\mathbf{x}$ becomes very far from $\mathbf{z}$, but here we focus on this simple case. Case 3 will therefore assume homogeneous $D$, no drift (to separate the effects of anisotropy from the issue at hand), and the $A(\mathbf{x} \mid \mathbf{z})$ of (3.10). For $k>-2$, the isotropic crime distribution $P(\mathbf{r})$ in this case is given by

$$
\begin{equation*}
P(\mathbf{r})=\frac{1}{2 \pi p \beta^{2}}\left(\frac{r}{\beta}\right)^{k} \mathrm{~K}_{0}\left[\frac{1}{p}\left(\frac{r}{\beta}\right)^{p}\right] \tag{3.11}
\end{equation*}
$$

where $p=1+k / 2$ and the lengthscale $\beta$ is given by

$$
\begin{equation*}
\beta \equiv \sqrt[p]{\lambda \ell^{p-1}} \tag{3.12}
\end{equation*}
$$

The distribution (3.11) allows for the variance in DTC to take any value for a given $\bar{r}$, with values greater than those of Case 1 occurring for $0<p<1$ and values smaller than those of Case 1 occurring for $p>1$ (see Figure 3.2). Here, the mean DTC is given by

$$
\begin{equation*}
\bar{r}=\beta(2 p)^{1 / p} \Gamma^{2}\left[\frac{2 p+1}{2 p}\right] \tag{3.13}
\end{equation*}
$$

and the variance in DTC is given by

$$
\begin{equation*}
v_{r}=\beta^{2}(2 p)^{2 / p} \Gamma^{2}\left[\frac{p+1}{p}\right]-\bar{r}^{2} . \tag{3.14}
\end{equation*}
$$

Furthermore, (3.11) no longer diverges at the origin for values of $k>0$, eliminating that issue. ${ }^{1}$
3.4. Case 4. Finally, by combining the constant advection of Case 2 with the spatially varying attractiveness of Case 3 , we create Case 4 , which captures all the desired qualities of $P(\mathbf{x} \mid \mathbf{z})$ : free variance versus mean of DTC (see Figure 3.2), variable anisotropy, and variable lengthscale. To begin in this case, we first assume $\mathbf{z}=0$, $\boldsymbol{\mu}=\mu \hat{x}$ ( $\hat{x}$ is the unit vector in the $x$-direction, chosen without loss of generality), $D$ is homogeneous, and $A(\mathbf{x} \mid \mathbf{z})$ is given by (3.10). We furthermore assume for the remainder of Case 4 that $k>-1$, as we are interested only in such cases here. With these choices, (3.1) becomes

$$
\begin{equation*}
D \nabla^{2} \rho-\mu \frac{\partial \rho}{\partial x}-A\left(\frac{r}{\ell}\right)^{k} \rho=\frac{\partial \rho}{\partial t} \tag{3.15}
\end{equation*}
$$

We now rewrite (3.15) in dimensionless form by scaling spatial variables by a lengthscale $L$ and time by a timescale $T$, though for simplicity of notation we still refer to space and time variables by their original symbols. This gives

$$
\begin{equation*}
\frac{\beta}{2 \gamma L} \nabla^{2} \rho-\frac{\partial \rho}{\partial x}-\frac{1}{2 \gamma}\left(\frac{L}{\beta}\right)^{c} r^{c-1} \rho=\frac{L}{\mu T} \frac{\partial \rho}{\partial t} \tag{3.16}
\end{equation*}
$$

where $\beta$ is defined in (3.12), $c=k+1$, and

$$
\begin{equation*}
\gamma \equiv \frac{\mu \beta}{2 D} \tag{3.17}
\end{equation*}
$$

which is the equivalent of $\alpha$ from Case 2 . We now choose $L$ and $T$ to be

$$
\begin{equation*}
L=\beta \sqrt[c]{2 \gamma c}, T=L / \mu \tag{3.18}
\end{equation*}
$$

which are the natural advective lengthscales and timescales for Case 4. With these choices, (3.16) becomes

$$
\begin{equation*}
\xi \nabla^{2} \rho-\frac{\partial \rho}{\partial x}-c r^{c-1} \rho=\frac{\partial \rho}{\partial t} \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi \equiv \frac{1}{2 \gamma \sqrt[c]{2 \gamma c}} \tag{3.20}
\end{equation*}
$$

Let us now focus on the case $\gamma \gg 1$ so that $\xi \ll 1$ and we ignore the diffusive term in (3.19). Here, since the initial condition for $\rho$ is a delta function at the origin, and our simplified (3.19) contains only advection along the $x$ direction with speed 1 , we have $r=x=t$. The solution in this limiting case is therefore

$$
\begin{equation*}
\rho(\mathbf{x}, t) \propto e^{-t^{c}} \delta(x-t) \delta(y) \tag{3.21}
\end{equation*}
$$

Upon integrating over all $t$ to find $\rho(\mathbf{x} \mid \mathbf{z})$, multiplying by the attractiveness to find $P(\mathbf{r})$, and converting back to dimensional variables, we find

$$
\begin{equation*}
P(\mathbf{r})=\frac{c}{L r}\left(\frac{r}{L}\right)^{c-1} e^{-(r / L)^{c}} \delta(\phi) \tag{3.22}
\end{equation*}
$$

[^1]Hence, the DTC distribution is

$$
\begin{equation*}
P(r)=\frac{c}{L}\left(\frac{r}{L}\right)^{c-1} e^{-(r / L)^{c}} \tag{3.23}
\end{equation*}
$$

Interestingly, then, for $\gamma \gg 1$, the DTC distribution $P(r)$ of Case 4 approaches a Weibull distribution with shape parameter $c=k+1$ (which is equivalent to a Rayleigh distribution for $k=1$ ) and lengthscale $L$ given above. This is because in this case, advection dominates the criminal's motion, sending him mostly in a straight line along which he commits crimes at a rate that is proportional to the distance he has traveled to the power $k$. The Weibull distribution, meanwhile, describes the "time to failure" of an item whose failure rate is proportional to the time elapsed to the power $k$. Hence, a Weibull distribution should be expected in this case, as the distance a criminal moves before committing a crime can be interpreted as a "distance to failure," since we assume the criminal is no longer active after committing one crime in a given outing.

Going back now to (3.19), we wish to determine an approximate solution when the diffusive term is not completely ignored but is still considered small. We first integrate (3.19) over all dimensional $t$, so that we are now finding $\rho(\mathbf{x} \mid \mathbf{z})=\rho(\mathbf{r})$. Note that the advective term in (3.19) and the dimensions of $\rho(\mathbf{r})$ can then be removed via the substitution

$$
\begin{equation*}
\rho(\mathbf{r})=\frac{T}{L^{2}} e^{x / 2 \xi} g(r) \tag{3.24}
\end{equation*}
$$

so that the radially symmetric, dimensionless function $g(r)$ satisfies

$$
\begin{equation*}
\xi \nabla^{2} g-\left[\frac{1}{4 \xi}+c r^{c-1}\right] g=-\delta(\mathbf{r}) \tag{3.25}
\end{equation*}
$$

where $r$ is still dimensionless. Now, whatever the solution to (3.25) may be, we know that the distribution $P(\mathbf{r})$ is given, in dimensional variables, by

$$
\begin{equation*}
P(\mathbf{r})=\frac{c}{L^{2}}\left(\frac{r}{L}\right)^{c-1} e^{\gamma r \cos \phi / \beta} g(r / L) \tag{3.26}
\end{equation*}
$$

The DTC distribution, then, is given by

$$
\begin{equation*}
P(r)=\frac{2 \pi c r}{L^{2}}\left(\frac{r}{L}\right)^{c-1} \mathrm{I}_{0}(\gamma r / \beta) g(r / L) \tag{3.27}
\end{equation*}
$$

At this point, we make the assumption that the DTC distribution will be well approximated by the Weibull distribution (3.23) as long as $\gamma \gg 1$, even if we do not completely ignore the diffusive term in (3.19), for the reasons outlined above. Using this assumption, then, we equate (3.27) and (3.23), solve for $g(r / L)$, and substitute back into (3.26). We then make use of the fact that for large arguments (as when $\gamma \gg 1$ ),

$$
\begin{equation*}
\mathrm{I}_{0}(x) \approx \frac{e^{x}}{\sqrt{2 \pi x}} \tag{3.28}
\end{equation*}
$$

Thus, an approximation for the exact $P(\mathbf{r})$ is

$$
\begin{equation*}
P(\mathbf{r}) \approx \frac{c}{L} \sqrt{\frac{q}{2 \pi r}}\left(\frac{r}{L}\right)^{c-1} e^{-(r / L)^{c}} e^{-q r[1-\cos \phi]} \tag{3.29}
\end{equation*}
$$

where $q=\gamma / \beta$.


FIG. 3.3. The distribution of criminal offenses $P(\mathbf{r})$ as a function of scaled distance $r / \beta$ and angle $\phi$ (measured from the $x$-axis) for the exact solution of Case 4 (left) and an approximation to this solution (right) as given in (3.29), using $k=2$ and $\gamma=5$. The contour lines begin at a value 0.02 (the largest contour) and proceed to the value 0.18 (the smallest contour) in steps of 0.02 .

Note that the distribution (3.29), which we shall use later as the "solution" for Case 4, should not be interpreted as a rigorous solution following from (3.15). Instead, one may consider it a distribution inspired by the true solution to Case 4, exhibiting the same general qualitative behavior at "large" $\gamma$ but being much easier to evaluate than the true solution, which must in general be solved for numerically. However, to illustrate the similarity between our approximate form and the true solution for Case 4 , we note that an exact solution to (3.25) is available for the special case $k=2$. This solution is

$$
\begin{equation*}
g(r / L) \propto \operatorname{Exp}\left[-\frac{1}{2}\left(\frac{r}{\beta}\right)^{2}\right] \mathrm{U}\left[\frac{1}{2}+\left(\frac{\gamma}{2}\right)^{2}, 1,\left(\frac{r}{\beta}\right)^{2}\right], \tag{3.30}
\end{equation*}
$$

where $\mathrm{U}[a, b, c]$ is the confluent hypergeometric function. In Figure 3.3, the distribution $P(\mathbf{r})$ generated from this exact solution is compared to that generated by (3.29) in the case $\gamma=5$; the agreement is reasonably good, even for this relatively low $\gamma$ value.

Finally, we note that the distribution (3.29) allows for the variance in DTC to take any value for a given $\bar{r}$, as was true in Case 3. Since the DTC distribution in this case is Weibull, the mean DTC is given by

$$
\begin{equation*}
\bar{r}=L \Gamma\left[\frac{c+1}{c}\right], \tag{3.31}
\end{equation*}
$$

and the variance in DTC is given by

$$
\begin{equation*}
v_{r}=L^{2} \Gamma\left[\frac{c+2}{c}\right]-\bar{r}^{2} . \tag{3.32}
\end{equation*}
$$

3.5. A remark on (3.3). In general, of course, $\int_{0}^{\infty} \rho(\mathbf{x}, t \mid \mathbf{z}) d t$ is not necessarily well-defined for arbitrary drift $\boldsymbol{\mu}(\mathbf{x})$ and attractiveness $A(\mathbf{x} \mid \mathbf{z})$. However, as shown above, the integral is well-defined when we consider Case 3 with $k>0$ and in Case 4.

In practice, (3.1) and (3.4) need to be considered on a finite domain to facilitate numerical approximation. Here, either physically realistic boundary conditions need to be imposed or the domain should be taken large enough such that the event of the random walker given by (2.1) reaching the boundary without committing a crime has low probability. In this paper, we consider a $140 \mathrm{~km}^{2}$ domain containing Los Angeles, and in numerical experiments with Dirichlet and Neumann boundary conditions we find that $\rho(\mathbf{x}, t \mid \mathbf{z})$ decays sufficiently fast for the integral to be well-defined.
3.6. Adjoint equation. Given the solution of (3.4), along with a prior distribution of criminal anchor points $P(\mathbf{z})$, the geographic profiling distribution of a single criminal event can then be determined using Bayes' theorem,

$$
\begin{equation*}
P(\mathbf{z} \mid \mathbf{x})=\frac{P(\mathbf{x} \mid \mathbf{z}) P(\mathbf{z})}{\int_{\mathbb{R}^{2}} P\left(\mathbf{x} \mid \mathbf{z}^{\prime}\right) P\left(\mathbf{z}^{\prime}\right) d \mathbf{z}^{\prime}}=\frac{A(\mathbf{x} \mid \mathbf{z}) \rho(\mathbf{x} \mid \mathbf{z}) P(\mathbf{z})}{\int_{\mathbb{R}^{2}} A\left(\mathbf{x} \mid \mathbf{z}^{\prime}\right) \rho\left(\mathbf{x} \mid \mathbf{z}^{\prime}\right) P\left(\mathbf{z}^{\prime}\right) d \mathbf{z}^{\prime}} \tag{3.33}
\end{equation*}
$$

A similar procedure can be carried out for multiple crimes. Assuming event independence and that all crimes were committed by the same person, the geographic profiling density for multiple events is given by

$$
\begin{equation*}
P\left(\mathbf{z} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\frac{P\left(\mathbf{x}_{1} \mid \mathbf{z}\right) \cdots P\left(\mathbf{x}_{N} \mid \mathbf{z}\right) P(\mathbf{z})}{\int_{\mathbb{R}^{2}} P\left(\mathbf{x}_{1} \mid \mathbf{z}^{\prime}\right) \cdots P\left(\mathbf{x}_{N} \mid \mathbf{z}^{\prime}\right) P\left(\mathbf{z}^{\prime}\right) d \mathbf{z}^{\prime}} \tag{3.34}
\end{equation*}
$$

Implementing (3.34) is highly inefficient, though, as in principle one must solve (3.4) for each potential anchor point on a numeric grid (which may have tens of thousands of points), only to evaluate that solution at the $N$ locations where crimes actually occurred.

However, since $\rho(\mathbf{x} \mid \mathbf{z})$ is the Green's function corresponding to the linear operator on the left side of (3.4), for fixed $\mathbf{x}$ and varying $\mathbf{z}$ the function $f(\mathbf{z})=\rho(\mathbf{x} \mid \mathbf{z})$ solves the "backward" or "adjoint" $[1,7,12]$ equation

$$
\begin{equation*}
-\nabla \cdot(D \nabla f)-\boldsymbol{\mu}(\mathbf{z}) \cdot \nabla f+A(\mathbf{z} \mid \mathbf{x}) f=\delta(\mathbf{z}-\mathbf{x}) \tag{3.35}
\end{equation*}
$$

where $\nabla$ is now with respect to the variable $\mathbf{z}$. Here, the point mass on the right-hand side is located at the scene of the crime, rather than at the potential anchor point. We also note that the first order derivative term changes sign going from the forward equation (3.4) to the backward equation (3.35). This has practical implications, for if criminals move up gradients of attractiveness then police investigations starting from the scene of the crime should move down gradients of attractiveness. Thus, the geographic profiling density can be efficiently computed in practice by solving the backward equation given by (3.35) only $N$ times and is given by

$$
\begin{equation*}
P\left(\mathbf{z} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\frac{P(\mathbf{z}) \prod_{i=1}^{N} A\left(\mathbf{x}_{i} \mid \mathbf{z}\right) f_{i}(\mathbf{z})}{\int_{\mathbb{R}^{2}} P\left(\mathbf{z}^{\prime}\right) \prod_{i=1}^{N} A\left(\mathbf{x}_{i} \mid \mathbf{z}^{\prime}\right) f_{i}\left(\mathbf{z}^{\prime}\right) d \mathbf{z}^{\prime}}, \tag{3.36}
\end{equation*}
$$

where $f_{i}(\mathbf{z})$ is the solution to (3.35) with $\mathbf{x}=\mathbf{x}_{i}$.
Of course, the solution to (3.35) requires the specification of a vector of parameters $\boldsymbol{\theta}$. Hence, a prior distribution $\pi(\boldsymbol{\theta})$ for the parameter vector $\boldsymbol{\theta}$ can be incorporated into the modeling framework, so that

$$
\begin{equation*}
P\left(\mathbf{z} \mid \mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \propto \int P\left(\mathbf{x}_{1} \mid \mathbf{z}, \boldsymbol{\theta}\right) \cdots P\left(\mathbf{x}_{N} \mid \mathbf{z}, \boldsymbol{\theta}\right) P(\mathbf{z}) \pi(\boldsymbol{\theta}) d \boldsymbol{\theta} \tag{3.37}
\end{equation*}
$$

as discussed in [16]. The prior distribution $\pi$ provides a means of incorporating information from historic crime series into the model.
4. Fitting the forward model to crime data. For a given crime series with anchor point $\mathbf{z}$ and crime locations $\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}$, the parameters of the model need to be estimated before a geographic profile can be computed. In the absence of drift, (3.4) can be efficiently solved using Multigrid [3] for a given set of parameters. The best fit parameter vector, $\hat{\boldsymbol{\theta}}$, can then be estimated by maximizing the log-likelihood function

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}=\arg \max _{\boldsymbol{\theta}} \sum_{i=1}^{N} \log \left(P\left(\mathbf{x}_{i} \mid \mathbf{z}, \boldsymbol{\theta}\right)\right) \tag{4.1}
\end{equation*}
$$

However, including drift significantly complicates numerical solutions of (3.4) and (3.35). Hence, in these cases we restrict ourselves to the regime of Case 4 from section 3.4, for which the approximate solution (3.29) is available. In (3.29), we assumed the preferred drift direction of the criminal was the $x$-axis, but we now allow the preferred direction to be any vector $\hat{u}$ at angle $\phi_{0}$ from the $x$-axis, giving us the distribution

$$
\begin{equation*}
P(\mathbf{r}) \approx \frac{c}{L} \sqrt{\frac{q}{2 \pi r}}\left(\frac{r}{L}\right)^{c-1} e^{-(r / L)^{c}} e^{-q r\left[1-\cos \left(\phi-\phi_{0}\right)\right]} \tag{4.2}
\end{equation*}
$$

The advantage of this form of the model is that it can be easily evaluated (without numerically solving a PDE) and can be fit easily to crime series data. Using maximum likelihood estimation, the parameters $c$ and $L$ can be found by fitting the DTC data to a Weibull distribution using standard techniques [17]. Likewise, the parameter $\phi_{0}$ is found to be

$$
\begin{equation*}
\phi_{0}=\arctan (\bar{y} / \bar{x}), \tag{4.3}
\end{equation*}
$$

where $\bar{x}$ and $\bar{y}$ are the average $x$ and $y$ distances from the anchor point to the crimes in the given series. Finally, the parameter $q$ is found to be

$$
\begin{equation*}
q=\frac{1}{2\left[\bar{r}-\bar{x} \cos \left(\phi_{0}\right)-\bar{y} \sin \left(\phi_{0}\right)\right]} \tag{4.4}
\end{equation*}
$$

where $\bar{r}$ is again the average DTC for the series.
For illustration, we fit (4.2) to residential burglary data collected by the Los Angeles Police Department from 2003 through 2008. The data consists of 221 solved burglary series in Los Angeles, including the geocoded locations where the burglaries occurred and the corresponding residences of the offenders (presumed to be their anchor points). Each crime series includes between 3 and 32 burglaries (the average is 3.76 ), where at least two of the crimes occur at different locations. For each series, we estimate $L, c, q$, and $\phi_{0}$ as indicated above, and in Figure 4.1 we plot the resulting parameter distributions across the 221 crime series. In the top left, we plot the estimated distribution of $\phi_{0}$, which provides a measure of the directional bias of burglars in Los Angeles. We note that the most prevalent directions for criminals to travel are northwest and southeast, the directions that the major freeways US-101, I-5, and I-405 are oriented. In the top right and lower left, we plot the distributions of the estimated anisotropy and shape parameters $q$ and $c$, respectively. High values of these parameters correspond to a higher degree of commuting, whereas lower values correspond to marauding. As discussed above, these parameters allow for a spectrum of commuting, as opposed to a binary definition.


Fig. 4.1. Clockwise from top left to lower left: frequency histograms of estimated parameters $\phi_{0}, q, L$, and $c$ of (4.2) for the 221 crime series in the Los Angeles data set.
5. Geographic profiling of residential burglars in Los Angeles. Next, we illustrate the implementation of our methodology for the purpose of geographic profiling using the 221 crime series from section 4 . The first model we consider makes use of the density given by (4.2), an approximation to the solution of the steady state advection-diffusion-reaction equation (3.4) under the assumptions of Case 4 in section 3.4. We estimate the parameters as outlined in section 4 , though to prevent numerical under- or overflow when computing the profiles we impose $c \leq 40$ and $q \leq 200$ as constraints in the maximization of the likelihood. For a given crime series $m$ with crime locations $\left\{\mathbf{x}_{i}^{m}\right\}_{i=1}^{N_{m}}$ and anchor point $\mathbf{z}^{m}$, we compute the geographic profile using the leave-one-out method,

$$
\begin{align*}
P\left(\mathbf{z} \mid \mathbf{x}_{1}^{m}, \ldots, \mathbf{x}_{N_{m}}^{m}\right) & \propto \int P\left(\mathbf{x}_{1}^{m} \mid \mathbf{z}, \boldsymbol{\theta}\right) \cdots P\left(\mathbf{x}_{N_{m}}^{m} \mid \mathbf{z}, \boldsymbol{\theta}\right) P(\mathbf{z}) \pi(\boldsymbol{\theta}) d \boldsymbol{\theta} \\
& \approx \frac{P(\mathbf{z})}{T-1} \sum_{\substack{j=1 \\
j \neq m}}^{T} \prod_{i=1}^{N_{m}} P\left(\mathbf{x}_{i}^{m} \mid \mathbf{z}, L^{j}, \phi_{0}^{j}, q^{j}, c^{j}\right) \tag{5.1}
\end{align*}
$$

where $T$ is the total number of crime series and we are assuming a uniform (atomic) prior over the estimated parameters. Additionally, we assume that criminals are uniformly distributed amongst all residences within the city and set $P(\mathbf{z})$ to be proportional to housing density $H(\mathbf{z})$. It should be noted that our housing density information is given on a $128 \times 128$ grid of Los Angeles $\left(140^{2} \mathrm{~km}\right)$ and thus the geographic
profile is also a grid function. We will refer to this geographic profiling algorithm as the forager inspired distribution method, case $\alpha\left(\mathrm{FIND}_{\alpha}\right)$.

Though method $\mathrm{FIND}_{\alpha}$ incorporates many aspects of criminal motion and target selection, it assumes that any spatial variation in $A(\mathbf{x} \mid \mathbf{z})$ is due only to the distance between $\mathbf{x}$ and $\mathbf{z}$, ignoring any intrinsic heterogeneity of crime targets. The second model we consider will incorporate such intrinsically heterogeneous attractiveness but will ignore advection, allowing for quick numerical solutions of (3.35). For simplicity, we assume that all houses are equally attractive, so that

$$
\begin{equation*}
A(\mathbf{x} \mid \mathbf{z})=A H(\mathbf{x}) \tag{5.2}
\end{equation*}
$$

similar to Case 1 from section 3.1. As with method $\mathrm{FIND}_{\alpha}, P(\mathbf{z})$ is taken to be proportional to housing density $H(\mathbf{z})$ as well. As seen in the discussion of Case 1 above, this method possesses one effective parameter: a lengthscale $\lambda$. We then proceed similarly to $\mathrm{FIND}_{\alpha}$, first estimating $\lambda$ via maximum likelihood for each crime series as outlined in section 4 when no drift is present. In particular, the negative loglikelihood is minimized using the MATLAB routine fminbnd with the bounds chosen to be $10^{-4} \leq \lambda \leq 10^{2}$. To compute $P(\mathbf{x} \mid \mathbf{z}, \lambda)$, the backward equation (3.35) with no drift and with the attractiveness field (5.2) is solved using Multigrid on a 140 $\mathrm{km}^{2}$ domain with a $128 \times 128$ resolution and Dirichlet boundary conditions. We then compute the geographic profiles using (5.1) with $L^{j}, \phi_{0}^{j}, q^{j}, c^{j}$ replaced by $\lambda^{j}$. We will refer to this geographic profiling method as $\mathrm{FIND}_{\beta}$.

Because the prior parameter distributions, $\pi(\boldsymbol{\theta})$, are approximated by uniform (atomic) distributions over our empirical parameters, the resulting geographic profiles of $\mathrm{FIND}_{\alpha}$ and $\mathrm{FIND}_{\beta}$ are noisier than geographic profiles used in practice. To improve visualization and create slightly smoother probability surfaces, we apply a Gaussian filter to the geographic profiles as a last step in the algorithm; the bandwidth of the filter is chosen to be small, the length of one grid cell.

We compare $\mathrm{FIND}_{\alpha}$ and $\mathrm{FIND}_{\beta}$ with the widely used criminal geographic targeting (CGT) algorithm outlined in $[16,18,20]$. CGT uses a score function of the form (1.1), where

$$
f(d)=\left\{\begin{array}{cl}
\frac{k}{d^{h}}, & d>B  \tag{5.3}\\
\frac{k B^{g-h}}{(2 B-d)^{g}}, & d \leq B
\end{array}\right.
$$

and $d$ is the Manhattan distance metric. In this study, we use the parameters $h=$ $g=1.2$ and $B$ is taken to be $1 / 2$ the average nearest neighbor distance between the crimes in the series, as recommended in [19, 20].

In Figure 5.1, density plots of geographic profiles are exhibited for a marauder series and a commuter series using $\mathrm{FIND}_{\alpha}, \mathrm{FIND}_{\beta}$, and CGT. By construction, the Bayesian models take into account geographic heterogeneity of potential anchor points and place probability mass only in valid regions of the city (residential areas). In comparison, the CGT algorithm places some probability mass in commercial zones, mountains, and the ocean. In comparison to $\mathrm{FIND}_{\alpha}$, the probability mass of the profiles of CGT and $\mathrm{FIND}_{\beta}$ are tightly clustered around the crimes of each series. In the case of CGT (and other methods using a score function similar to (1.1)), the profile can actually be interpreted as a kernel density estimate of the next crime, and thus the unknown criminal is estimated to live near the crime sites; i.e., the criminal is assumed to be a marauder. In the case of $\mathrm{FIND}_{\beta}$, the assumptions of event independence and no drift lead to the clustering of the density near the crime sites.


FIG. 5.1. Geographic profile densities (on a logarithmic scale) of a commuter series (left) and marauder series (right) using $F I N D_{\alpha}$ (top), CGT (center), and FIND ${ }_{\beta}$ (bottom). Crime locations are shown as small circles, and the anchor points are shown as small squares.

To compare the efficacy of CGT with $\mathrm{FIND}_{\alpha}$ and $\mathrm{FIND}_{\beta}$, we use a metric similar to the "hit score" often used in geoprofiling [19]. Here, the city is first divided into square cells of size $(140 / 128)^{2} \mathrm{~km}^{2}$. For each burglary series in the data set, we then construct a geoprofile using each of the three methods as described above. For each method, the cells of the geoprofile are ordered based upon the probability mass (or score, in the case of CGT) located in each cell, from lowest to highest, and the top $F$ fraction of these ordered cells are "flagged" as being most likely to contain the anchor point. Because CGT can result in multiple cells having the same score, we assign a ranking to each of these nonunique cells such that the true anchor point is located in the highest ranked cell (thus we do not underestimate the accuracy of CGT). We then determine whether the actual anchor point lies within one of these flagged cells for each method. After performing this procedure for each of the series in our data, we determine the overall fraction of anchor points that did indeed lie within a flagged cell for each of the three methods.

In Figure 5.2, we plot the fraction of criminals (anchor points) correctly located versus varying values of $F$. For small fractions of the city flagged, the algorithms that emphasize marauding, CGT and FIND $_{\beta}$, slightly outperform FIND $_{\alpha}$. For intermediate fractions, $\mathrm{FIND}_{\alpha}$ is the most accurate, as this method is better suited for ranking


Fig. 5.2. Fraction of criminal residences predicted by model vs. fraction of the city flagged for $F I N D_{\alpha}$ (blue squares), $F I N D_{\beta}$ (red triangles), and CGT (green circles).
the cells where commuters are likely to live. Eventually all methods plateau at $100 \%$ accuracy at $F<1$, since housing density is nonzero in only a fraction of the entire domain.
6. Discussion. We developed a new framework for geographic profiling based upon Bayes' theorem and kinetic descriptions of criminal behavior. In the future it may prove fruitful to consider more general models for the forward equation of the form

$$
\begin{equation*}
-L \rho+\nabla \cdot(\boldsymbol{\mu}(\mathbf{x}) \rho)+A(\mathbf{x} \mid \mathbf{z}) \rho=\delta(\mathbf{x}-\mathbf{z}) \tag{6.1}
\end{equation*}
$$

Here $L$ could correspond to fractional diffusion [25], as a heavy tailed distribution may be more appropriate in the case of more serious crimes (for which geographic profiling is typically used). Another possibility would be to model the diffusion parameter in (2.1) as a stochastic process, along the lines of stochastic volatility models used in financial modeling [8]. In both cases, however, care would be required so that any probability distributions found via these methods would be well-defined.

It also may be advantageous to incorporate heterogeneous criminal mobility, i.e., $L=\nabla \cdot(D(\mathbf{x}) \nabla)$, into geographic profiling estimates. For example, in the city of Los Angeles, traffic could play an important role in determining the location of anchor points. Anchor points equidistant (spatially) from the crime, but with varying time distances from the crime, should have different probability weights. Furthermore, geographic obstacles such as parks and bodies of water could also be included in such estimates, as criminals must diffuse around these objects (not through) to reach targets on the other side.

For other types of crime where housing density does not play a role in target selection, such as person-to-person crimes or auto theft, the attractiveness field can be estimated from historical crime data. First, the marginal probability density of crime $P_{c}(\mathbf{x})$, which for a given model satisfies

$$
\begin{equation*}
P_{c}(\mathbf{x})=\int_{\mathbb{R}^{2}} A(\mathbf{x} \mid \mathbf{z}) \rho(\mathbf{x} \mid \mathbf{z}) P(\mathbf{z}) d \mathbf{z} \tag{6.2}
\end{equation*}
$$

can be inferred from aggregate spatial crime data using density estimation techniques for spatial point processes $[15,24]$. Then, for a given estimate $\hat{P}_{c}(\mathbf{x})$, the attractiveness
field $A$ could be estimated by minimizing

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left(\hat{P}_{c}(\mathbf{x})-\int_{\mathbb{R}^{2}} A(\mathbf{x} \mid \mathbf{z}) \rho(\mathbf{x} \mid \mathbf{z}) P(\mathbf{z}) d \mathbf{z}\right)^{2} d \mathbf{x} \tag{6.3}
\end{equation*}
$$

over $A$, subject to positivity and regularity constraints.
Additionally, it has been shown that the attractiveness field is nonstationary over timescales of several days to several months, stemming from self-exciting effects of recent criminal activity $[14,22,23]$. Here, the estimated marginal density of crime $\hat{P}_{c}(\mathbf{x})$ could be reconstructed at the time of an offense using self-exciting point processes fit to crime data [14] from the preceding several weeks or months.

Appendix. We now justify the restriction $k>-2$ for (3.4) and (3.10). Take first the case $k=-2$. Here, for $r>0$, a solution $\rho(r)$ to (3.4) satisfies the Euler equation

$$
\begin{equation*}
r^{2} \rho^{\prime \prime}(r)+r \rho^{\prime}(r)-\frac{\ell^{2}}{\lambda^{2}} \rho(r)=0 \tag{A.1}
\end{equation*}
$$

hence, $\rho(r)$ is given by

$$
\begin{equation*}
\rho(r)=C r^{\ell / \lambda}+E r^{-\ell / \lambda} \tag{A.2}
\end{equation*}
$$

Though the above is necessary, it is not sufficient in order for (A.2) to be a solution of (3.4). That is, it must also be the case that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left[D \nabla \rho \nabla \phi+\frac{A \ell^{2}}{r^{2}} \rho \phi\right] d x=\phi(0) \tag{A.3}
\end{equation*}
$$

for all $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$. Upon substituting (A.2) into (A.3), we see that $E=0$ must hold, as the term

$$
\frac{E A \ell^{2}}{r^{2}} r^{-\ell / \lambda} \phi
$$

is not integrable over $\mathbb{R}^{2}$ if $\phi(0) \neq 0$, due to the strong divergence at the origin. To investigate the term with coefficient $C$ in (A.2), we fix $\epsilon>0$ and choose $\phi$ in (A.3) so that $\phi=1$ in the ball $B_{\epsilon}$ and $\phi=0$ outside the ball $B_{\epsilon+\delta}$. Upon sending $\delta \downarrow 0$, we see that (A.3) implies that $\rho$ must satisfy

$$
\begin{equation*}
\int_{r=\epsilon} D(\nabla \rho \cdot \mathbf{n}) d \sigma+\iint_{r<\epsilon} \frac{A \ell^{2}}{r^{2}} \rho d x=1 \tag{A.4}
\end{equation*}
$$

Again substituting (A.2), this time with $E=0$, we see that

$$
\iint_{r<\epsilon} A \frac{\ell^{2}}{r^{2}} \rho d x=2 \pi A C \ell^{2} \int_{0}^{\epsilon} r^{\ell / \lambda-1} d r=2 \pi A C \ell \lambda \epsilon^{\ell / \lambda} \xrightarrow{\epsilon \downarrow 0} 0
$$

while

$$
\int_{r=\epsilon} D(\nabla \rho \cdot \mathbf{n}) d \sigma=\frac{2 \pi D C \ell}{\lambda} \epsilon\left(\epsilon^{\ell / \lambda-1}\right) \xrightarrow{\epsilon \downarrow 0} 0 .
$$

Thus, (A.4), and thereby (A.3), cannot be satisfied in the $k=-2$ case, so no solution exists here that is valid in all of $\mathbb{R}^{2}$.

The situation is essentially the same for cases where $k<-2$. Here, for $r>0$, the solution to (3.4) is

$$
\begin{equation*}
\rho(r)=C \mathrm{~K}_{0}\left[\frac{1}{|p|}\left(\frac{r}{\beta}\right)^{p}\right]+E \mathrm{I}_{0}\left[\frac{1}{|p|}\left(\frac{r}{\beta}\right)^{p}\right] \tag{A.5}
\end{equation*}
$$

with $\beta$ and $p$ the same as given above and $\mathrm{I}_{0}(x)$ the zeroth order modified Bessel function of the first kind. Since $k<-2$, we have $p<0$, so that when (A.5) is substituted into (A.3), we again see that $E=0$ must be satisfied, as the term proportional to $E r^{k} \mathrm{I}_{0}\left(r^{p}\right)$ is too heavily divergent at the origin to be integrable. To investigate the term with coefficient $C$, we do as above, finding that

$$
\iint_{r<\epsilon} A\left(\frac{r}{\ell}\right)^{k} \rho d x=\frac{2 \pi A C}{\ell^{k}}(\beta \epsilon)^{p} \mathrm{~K}_{1}\left[\frac{1}{|p|}\left(\frac{\epsilon}{\beta}\right)^{p}\right] \xrightarrow{\epsilon \downarrow 0} 0
$$

and

$$
\int_{r=\epsilon} D(\nabla \rho \cdot \mathbf{n}) d \sigma=2 \pi D C \epsilon\left(\frac{\epsilon}{\beta}\right)^{p-1} \mathrm{~K}_{1}\left[\frac{1}{|p|}\left(\frac{\epsilon}{\beta}\right)^{p}\right] \xrightarrow{\epsilon \downarrow 0} 0 .
$$

Therefore, the situation here is the same as seen in the $k=-2$ case: one of the two potential solutions is too strongly divergent at the origin to be integrable, while the other solution is not divergent enough to replicate the delta function present in (3.4). Thus, the restriction $k>-2$.
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