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#### Abstract

We discuss a mathematical framework based on a self-exciting point process aimed at analyzing temporal patterns in the series of interaction events between agents in a social network. We then develop a reconstruction model that allows one to predict the unknown participants in a portion of those events. Finally, we apply our results to the Los Angeles gang network.


(Some figures may appear in colour only in the online journal)

## 1. Introduction

Prediction of missing information is an important part of data analysis in social sciences [1-3]. The examples studied in the literature, mostly by statisticians, include reconstruction of the unknown connections in a social network [4, 5], analyzing non-ignorable non-responses in a survey sampling $[6,7]$ and many others. The most common way to deal with missing values is to replace them by some plausible estimates using known or model-based cross-dependencies over the network in question.

However, these methods do not typically consider networks that change with time, when another source of information is given by the temporal patterns arising from the network evolution. Such networks are the primary object of study in this paper. As our main example, we consider the gang rivalry network in the Los Angeles policing district Hollenbeck [8]. Police data on gang crimes from 1999 to 2002 reveal temporal clustering of gang interaction events, which is demonstrated in figure 1 . These temporal patterns can be used to solve the following inverse problem: predict the participants of the gang-related crimes if some of them are not known.

For a given pair of agents, the interaction events can either be independent, following a Poisson process, or temporally dependent, in which case the occurrence of one event can change the likelihood of subsequent events in the future. Such event dependence for the Los Angeles gang network has been established in [9], where a Hawkes process [10, 11], commonly used in seismology to model earthquakes [12, 13], was compared to inter-gang violent crimes.


Figure 1. Temporal clustering of the interaction events between Clover and East Lake gangs in Los Angeles, during the period 1999-2002.


Figure 2. Graphical representation of the problem.

This paper is organized as follows. In sections 2 and 3, we formalize the problem and describe a model of interaction between network agents based on a Hawkes process. In section 4 , we propose a way of predicting the unknown participants of interaction events, which we formulate as a constrained optimization problem. In sections 5 and 6, we analyze our method and the solution it gives. Finally, in section 7 we present and discuss the prediction results.

## 2. Problem formulation

We model a social network as a graph with nodes representing the agents and edges, or binary links [5], indicating whether or not the corresponding pair of agents interact. We further look at the series of pairwise interaction events between the agents, characterized by their occurrence times and the pairs involved. We assume that the network structure represented by the graph does not change with time, although each pair of interacting agents can have its own prescribed model of behavior that might involve some time dependence. Suppose all the times of the events are known, but for some of them, data for one or both of the participants are missing. The problem is to reconstruct the missing data about the participants based on the behavioral model.

Before we proceed, let us discuss a convenient graphical representation of the problem shown in figure 2 . Here, we deal with a network consisting of three agents $\alpha, \beta$ and $\gamma$, with all pairs being active. The black points correspond to the events without any missing information. All events are ordered in time and there is a separate timeline for each pair of agents. The incomplete events, which are those with missing data about the participants, cannot be assigned to any particular timeline and are therefore represented via vertical series of white circles. Our goal is to replace each vertical set of white circles with a black circle on one of the timelines in a way that will give the most plausible picture in accordance with the model.

Returning to the network of gangs in Los Angeles: there are 29 agents and the binary links indicate the existing rivalries between them, shown in figure 3. In case of a rivalry, we have a series of crimes corresponding to the interaction events. These are typically murders, shots fired, etc. The data capture the information about which two gangs were involved in a crime; however, for a large fraction of them only victim affiliation is provided. The problem in this case is to estimate the affiliation of the unknown offenders.


Figure 3. Graph of the gangs network in the Los Angeles policing district Hollenbeck [8]. Each of the 29 gangs is represented by a node, and the edges indicate the presence of rivalries between them.

## 3. Agent interaction model

A Hawkes process $[10,11]$ is a self-exciting point process commonly used in seismology to model earthquakes $[12,13]$ and defined by its intensity function

$$
\begin{equation*}
\lambda(t)=\mu+\theta \sum_{t_{i}<t} g\left(t-t_{i}\right) . \tag{1}
\end{equation*}
$$

The intensity function $\lambda(t)$ is partitioned into the sum of a Poisson background rate $\mu$ and a self-exciting component, through which events trigger an increase in the intensity of the process. The elevated rate spreads in time according to the kernel $g$, with $\theta$ being the scaling factor of the effect. In other words, each event generates a sequence of offspring or repeat events, which leads to temporal clustering. This agrees with the evidence that retaliations are commonplace among rival gangs [14, 15]. A similar approach was used to model repeat and near-repeat burglary effects in [16, 17] and temporal dynamics of violence in Iraq in [18], where self-excitation is one of the key qualitative features of the process.

We assume that the interaction events for each pair of agents occur independently according to a Hawkes process. This assumption of independence is based on the tentative conclusion in [19]. That is, the network of Hollenbeck gangs may be in a homogeneous state, meaning that gangs are not tightly coupled to one another. Thus, if gang $\alpha$ is fighting with gang $\beta$, and gang $\gamma$ begins attacking $\alpha$, then $\alpha$ easily switches away from its rivalry with $\beta$ to begin fighting $\gamma$. This switching is largely a random, independent event in the homogeneous state.

We make no exclusions for inactive pairs since for those we simply have $\mu=0$, and it is also useful to set $\theta=0$ to avoid confusion in the following analysis. For the function $g$, as in [9], we use an exponential distribution, which gives

$$
\begin{equation*}
\lambda(t)=\mu+\theta \sum_{t_{i}<t} \omega \mathrm{e}^{-\omega\left(t-t_{i}\right)} . \tag{2}
\end{equation*}
$$

Here, $\omega^{-1}$ sets the time scale over which the overall rate $\lambda(t)$ returns to its baseline level $\mu$ after an event occurs [20]. From the behavioral point of view, $\theta$ represents the average number of direct offspring for each event and $\omega^{-1}$ is the expected waiting time until an offspring. To


Figure 4. Data generated according to a Hawkes process with the same parameters for each pair of agents: $\mu=10^{-2}$ days $^{-1}, \omega=10^{-1}$ days $^{-1}$ and $\theta=0.5$.
indicate that each pair of agents has its own interaction parameters, we use index notation and write

$$
\begin{equation*}
\lambda_{\alpha \beta}(t)=\mu_{\alpha \beta}+\theta_{\alpha \beta} \sum_{t_{i}^{\alpha \beta}<t} \omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta}\left(t-t_{i}^{\alpha \beta}\right)}, \tag{3}
\end{equation*}
$$

with $\mu_{\alpha \beta}, \theta_{\alpha \beta}, \omega_{\alpha \beta}$ being constants, unique for each pair, and summation over all previous events between the agents $\alpha$ and $\beta$. If no confusion is possible, we will omit the indices $\alpha \beta$ to simplify the notations in the future.

In figure 4, we present an example of data generated according to the described model (3) for a network consisting of three agents $\alpha, \beta$ and $\gamma$. Here, the same parameters are used for each pair: $\mu=10^{-2}$ days $^{-1}, \omega=10^{-1}$ days $^{-1}$ and $\theta=0.5$. These have approximately the order of magnitude estimated in [9] for the Los Angeles gang network.

Note here that obtaining the interaction parameters based on the given data is a separate problem which is not addressed in this work. We have some discussion of this in section 8. In what follows, we assume that all the interaction parameters are known and use them to predict missing participants of the incomplete events.

## 4. Reconstruction method

We will use the following notations:
$N$ total number of events
$n$ number of incomplete events
$k$ number of agents
$K \quad$ total number of pairs $=k(k-1) / 2$.
To solve the prediction problem in question, one could consider the likelihood function, defined on the space of all possible event lists, corresponding to different ways of filling in the missing data, which is to be maximized in order to get the most likely one. Given any complete event list, with no missing data, its likelihood is given by (see, for example, [9])

$$
\begin{equation*}
\mathcal{L}=\prod_{\alpha \beta} \prod_{t_{i}^{\alpha \beta}} \lambda_{\alpha \beta}\left(t_{i}^{\alpha \beta}\right) . \tag{4}
\end{equation*}
$$



Figure 5. Example of reconstruction based on temporal clustering: agents $\beta$ and $\gamma$ are the most likely participants of the incomplete event, as this would place it within a cluster.

The first product is over all possible unordered pairs of agents, and the second one is over all events for a fixed pair.

Note that maximizing (4) is a combinatorial type problem since the set of all agent pairs is discrete. One of the possible approaches to this problem would be to use simulated annealing [21] or Monte Carlo Markov chain [22] techniques to estimate the maximum of the likelihood. These methods though being probabilistic metaheuristics usually require problem-dependent tuning, and can be rather slow. Another technique is to consider an approximation to the real likelihood function (4). Some examples of pseudolikelihood methods for point processes were introduced for instance in [23, 24]. Note, however, that no matter what approximation we take, it still will be a function defined over a discrete set. Unfortunately then, there seems to be no significantly more optimal way than 'full search' for solving this problem exactly in the general case, which is very inefficient since its complexity depends exponentially on $n$.

The goal is therefore to make the maximization problem computationally less expensive, while maintaining the plausibility of the predictions. To do this, one could define a smooth extension of (4) and then look for its maximum, so that some standard continuous optimization method like gradient ascent could be used. This could be achieved by allowing each incomplete event to move continuously between the timelines. However, such an approach is not naturally applicable to (4) due to its multiplicative structure.

We therefore propose the following. We design some reasonable approximation to the real likelihood function (4) such that its continuous extension is physically meaningful. Let us start with the following simple example. Consider a network consisting of three agents $\alpha, \beta$ and $\gamma$ with all pairs having the same interaction parameters. Suppose only one event is incomplete and there is no information about its participants. Intuitively, because of the self-exciting nature of the process, the event is less likely to belong to the pairs with no nearby interaction, and more likely to belong to those for which it can be considered as a part of a cluster. For instance, in the situation shown in figure 5 , agents $\beta$ and $\gamma$ are the most likely participants of the incomplete event, as this would place it within a cluster.

To give this idea a quantitative formulation, we note that clusters correspond to the periods of time with higher values of the intensity functions, which can be seen in figure 4 . Hence, for a missing event it would be reasonable to predict the pair with the highest intensity at the moment of the event. It also makes sense from the probabilistic point of view, because given the fact that an event happened at time $t$ the probability of pair $\alpha \beta$ being involved is proportional to $\lambda_{\alpha \beta}(t)$.

Now we construct our energy functional: an approximation to the likelihood function (4) on the space of all possible event lists, corresponding to different ways of filling in the missing data, which is to be maximized in order to get the 'most likely' one. Given any complete event list, with no missing data, we define its energy as

$$
\begin{equation*}
\Lambda=\sum_{\alpha \beta} \sum_{t_{i}^{\alpha \beta}} \lambda_{\alpha \beta}\left(t_{i}^{\alpha \beta}\right) . \tag{5}
\end{equation*}
$$



Figure 6. Events enumeration example.

The first summation is over all possible unordered pairs of agents, and the second one is over all events for a fixed pair. Here, we basically say that the 'chances' of a pair being involved in an interaction event are equal to its intensity function value at that time. Then, we take the sum over all events. Roughly speaking, the metric defined by (5) assigns higher values to the event lists with denser clusters, which is precisely what we need to get a reasonable prediction. For simplicity of notation, we replace $t_{i}^{\alpha \beta}$ with $i$ in the summation index, keeping in mind that each pair of agents has their own timeline and system of indices for the events on it. Substituting (3) into (5) gives

$$
\begin{equation*}
\Lambda=\sum_{\alpha \beta} \sum_{i, j} \delta_{i j} \mu_{\alpha \beta}+\frac{1}{2}\left(1-\delta_{i j}\right) \theta_{\alpha \beta} \omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta}\left|t_{i}^{\alpha \beta}-t_{j}^{\alpha \beta}\right|} \tag{6}
\end{equation*}
$$

Thus, $\Lambda$ is decoupled into the sum of the energies of the events themselves, determined by the background rates, and the sum of the pairwise interaction energies between the events on the same timeline due to self-excitation. Clustering leads to a stronger interaction, increasing the value of $\Lambda$. Clearly, functional (6) is invariant with respect to time inversion, which means that each event affects its successors and predecessors in the same way.

As an alternative to (5), one could normalize the intensity functions over all pairs of agents to make them add up to 1 , and define the energy functional as

$$
\begin{equation*}
\tilde{\Lambda}=\sum_{\alpha \beta} \sum_{t_{i}^{\alpha \beta}} \frac{\lambda_{\alpha \beta}\left(t_{i}^{\alpha \beta}\right)}{\sum_{\alpha^{\prime} \beta^{\prime}} \lambda_{\alpha^{\prime} \beta^{\prime}}\left(t_{i}^{\alpha \beta}\right)}, \tag{7}
\end{equation*}
$$

an approach that might seem to be more natural from the probabilistic point of view. However, it makes the final optimization problem be solved much more nonlinear and has a drawback discussed in section 5.

Again, maximizing the energy functional (5) or (7) is a combinatorial type problem since the set of all agent pairs is discrete, and there seems to be no significantly more optimal way than 'full search' for solving it in the general case, which is very inefficient. However, unlike the likelihood function (4), it admits a physically meaningful smooth extension. This can be obtained by distributing each of the incomplete events over the timelines with weights that 'add up', in some sense, to 1 . Thus, in figure 2 , we would replace the white circles with black ones and add weights to each of those; the complete events naturally receive weight 1 . We can interpret this to mean that each incomplete event occurred partially on every timeline with effect (the jump in the intensity function) proportional to the corresponding weight. This new continuous maximization problem not only gives the most likely participants of an event, but also assigns a weight to each pair showing how likely that pair is to be involved.

To avoid misunderstanding, let us specify how we enumerate the events on a timeline, which does matter now due to the normalization coupling of the pairs. The reader can use figure 6 as a reference. We start with incomplete events and assign them numbers from 1 to $n$. The order here is not important, as long as it is the same for all timelines. Then, for each
timeline we assign numbers to the complete events starting from $(n+1)$. Thus, there is a separate event indexing system for each timeline, with indices coinciding for the incomplete events.

Using $l^{2}$-normalization for the weights, we get the following formulation of the problem:

$$
\left\{\begin{array}{l}
\max \left\{\sum_{\alpha \beta} \sum_{i, j}\left[\delta_{i j} \mu_{\alpha \beta} m_{i}^{\alpha \beta}+\frac{1}{2}\left(1-\delta_{i j}\right) \theta_{\alpha \beta} \omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta}\left|t_{i}^{\alpha \beta}-t_{j}^{\alpha \beta}\right|} m_{i}^{\alpha \beta} m_{j}^{\alpha \beta}\right]\right\}  \tag{8}\\
\sum_{\alpha \beta}\left(m_{i}^{\alpha \beta}\right)^{2}=1, \quad \forall i=1, \ldots, n \\
m_{i}^{\alpha \beta} \geqslant 0, \quad \forall i=1, \ldots, n, \quad \forall \alpha \beta
\end{array}\right.
$$

where $m_{i}^{\alpha \beta}$ denotes the weight of the event number $i$ on timeline $\alpha \beta$. As we mentioned before, the complete events have weight 1 , so $m_{i}^{\alpha \beta} \equiv 1$ for $i>n$. The objective function is maximized with respect to $m_{i}^{\alpha \beta}$ for $i \leqslant n$, given the normalization and non-negativity constraints.

One could alternatively choose to use $l^{1}$-normalization for the weights, which again might seem to be more natural from the probabilistic point of view. The problem in that case is

$$
\left\{\begin{array}{l}
\max \left\{\sum_{\alpha \beta} \sum_{i, j}\left[\delta_{i j} \mu_{\alpha \beta} m_{i}^{\alpha \beta}+\frac{1}{2}\left(1-\delta_{i j}\right) \theta_{\alpha \beta} \omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta}\left|t_{i}^{\alpha \beta}-t_{j}^{\alpha \beta}\right|} m_{i}^{\alpha \beta} m_{j}^{\alpha \beta}\right]\right\}  \tag{9}\\
\sum_{\alpha \beta} m_{i}^{\alpha \beta}=1, \quad \forall i=1, \ldots, n \\
m_{i}^{\alpha \beta} \geqslant 0, \quad \forall i=1, \ldots, n, \quad \forall \alpha \beta .
\end{array}\right.
$$

However, this method is unstable with respect to the input data, as we will see in section 5 .
Note here that the discrete, combinatorial version of this method can be obtained from (8) or (9) by forcing all weights to be integers

$$
\left\{\begin{array}{l}
\max \left\{\sum_{\alpha \beta} \sum_{i, j}\left[\delta_{i j} \mu_{\alpha \beta} m_{i}^{\alpha \beta}+\frac{1}{2}\left(1-\delta_{i j}\right) \theta_{\alpha \beta} \omega_{\alpha \beta} \mathrm{e}^{-\left.\omega_{\alpha \beta}\right|_{i} ^{\alpha \beta}-t_{j}^{\alpha \beta} \mid} m_{i}^{\alpha \beta} m_{j}^{\alpha \beta}\right]\right\}  \tag{10}\\
\sum_{\alpha \beta} m_{i}^{\alpha \beta}=1, \quad \forall i=1, \ldots, n \\
m_{i}^{\alpha \beta} \in\{0,1\}, \quad \forall i=1, \ldots, n, \quad \forall \alpha \beta .
\end{array}\right.
$$

## 5. Examples

The purpose of this section is to discuss a few examples that will reveal some useful properties of problem (8).

### 5.1. Example 1: timescale detection

Suppose $N=n=2$, so we have two incomplete events, and suppose we do not have any information at all about the participants. For simplicity, we also assume $\mu_{\alpha \beta} \equiv 0$ and $\theta_{\alpha \beta} \equiv 1$. Then, the problem to be solved according to (8) is

$$
\left\{\begin{array}{l}
\max \sum_{\alpha \beta} \omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta} \Delta t} m_{1}^{\alpha \beta} m_{2}^{\alpha \beta}  \tag{11}\\
\sum_{\alpha \beta}\left(m_{i}^{\alpha \beta}\right)^{2}=1, \quad \forall i=1,2 \\
m_{i}^{\alpha \beta} \geqslant 0, \quad \forall i=1,2, \quad \forall \alpha \beta,
\end{array}\right.
$$

with $\Delta t$ being the time interval between the events. Note that (11) can be written conveniently in vector form as

$$
\left\{\begin{array}{l}
\max \mathbf{m}_{1}^{T} \mathbf{D m}_{2}  \tag{12}\\
\left\|\mathbf{m}_{1}\right\|_{2}=\left\|\mathbf{m}_{2}\right\|_{2}=1 \\
m_{i}^{\alpha \beta} \geqslant 0, \quad \forall i=1,2, \quad \forall \alpha \beta
\end{array}\right.
$$

where we have used the notations

$$
\left\{\begin{array}{l}
\mathbf{D}=\operatorname{diag}\left\{\omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta} \Delta t}\right\} \in \mathbb{R}^{K \times K}  \tag{13}\\
\mathbf{m}_{i}=\left\{m_{i}^{\alpha \beta}\right\} \in \mathbb{R}^{K}, i=1,2 .
\end{array}\right.
$$

From linear algebra, it is well known that the objective function in (12) is maximized when $\mathbf{m}_{1}=\mathbf{m}_{2}=\mathbf{e}_{\alpha^{\prime} \beta^{\prime}}$, the unit vector, such that

$$
\begin{equation*}
\alpha^{\prime} \beta^{\prime}=\arg \max _{\alpha \beta}\left\{\omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta} \Delta t}\right\} . \tag{14}
\end{equation*}
$$

The maximum of $\omega \mathrm{e}^{-\omega \Delta t}$ is achieved when $\omega=\frac{1}{\Delta t}$. Hence, the solution of problem (11) corresponds to the pair with self-excitation timescale closest to $\Delta t$.

Recall that the self-excitation timescale represents the average time until a repeat event occurs. Thus, since all background rates are equal to zero, and therefore the second event must be an offspring of the first one, our method indeed gives the most likely participants. Of course, for prediction purposes the distribution of the weights is not very realistic, because it rules out the possibility of all other pairs being involved. But, as we will see further, there are other mechanisms that make the solution more regularized, which we do not see here due to a specific and, in fact, unrealistic structure of the example. Indeed, this example is in some sense pathological, as there is no way to explain the occurrence of the first event. However, we can think of it as a limiting case when

$$
\begin{equation*}
\sum_{\alpha \beta} \mu_{\alpha \beta} \ll \min _{\alpha \beta}\left\{\omega_{\alpha \beta} \mathrm{e}^{-\omega_{\alpha \beta} \Delta t}\right\} \tag{15}
\end{equation*}
$$

Then, the first event is a background one, which happened after waiting for a sufficiently long time, and the second one is due to self-excitation, because the probability of it being a background event from some timeline is much less than the probability of it being an offspring of the previous event, as follows from (15).

Consider now the alternative energy functional (7) with normalization at each time point, introduced in section 4. Clearly, the maximum value it can achieve, for the example in question, is 1 . It happens whenever both events completely belong to the same pair of agents. Thus, this model does not 'see' the dependence of clustering density on self-excitation timescale, and leads to a degenerate solution.

### 5.2. Example 2: regularization

Suppose $N=n=1$, so we have only one event which is incomplete, and suppose we do not have any information at all about the participants. Then the problem to be solved according to (8) is

$$
\left\{\begin{array}{l}
\max \sum_{\alpha \beta} \mu_{\alpha \beta} m^{\alpha \beta}  \tag{16}\\
\sum_{\alpha \beta}\left(m^{\alpha \beta}\right)^{2}=1 \\
m^{\alpha \beta} \geqslant 0, \quad \forall \alpha \beta
\end{array}\right.
$$

Problem (16) can be written conveniently in vector form as

$$
\left\{\begin{array}{l}
\max \boldsymbol{\mu}^{T} \mathbf{m}  \tag{17}\\
\|\mathbf{m}\|_{2}=1 \\
m^{\alpha \beta} \geqslant 0, \quad \forall \alpha \beta
\end{array}\right.
$$

where we have used the notations

$$
\left\{\begin{array}{l}
\boldsymbol{\mu}=\left\{\mu^{\alpha \beta}\right\} \in \mathbb{R}^{K}  \tag{18}\\
\mathbf{m}=\left\{m^{\alpha \beta}\right\} \in \mathbb{R}^{K} .
\end{array}\right.
$$

The maximizer of (17) is well known from linear algebra to be

$$
\begin{equation*}
\mathbf{m}=\frac{\boldsymbol{\mu}}{\|\boldsymbol{\mu}\|_{2}} . \tag{19}
\end{equation*}
$$

Thus, the optimal weights, according to our method, are proportional to the corresponding background intensity rates. This is exactly what follows from the probabilistic approach. Indeed, we are dealing with the case where no self-excitation takes place, since there is only one event. Therefore, the probability of a pair being involved in the event is proportional to its background intensity rate.

Consider now the alternative model (9) with $l^{1}$-normalization, mentioned in section 4 . For this example it gives the following optimization problem:

$$
\left\{\begin{array}{l}
\max \boldsymbol{\mu}^{T} \mathbf{m}  \tag{20}\\
\|\mathbf{m}\|_{1}=1
\end{array}\right.
$$

Clearly, the objective function in (20) is maximized when $\mathbf{m}=\mathbf{e}_{\alpha^{\prime} \beta^{\prime}}$, the unit vector, such that

$$
\begin{equation*}
\alpha^{\prime} \beta^{\prime}=\arg \max _{\alpha \beta}\left\{\mu_{\alpha \beta}\right\} . \tag{21}
\end{equation*}
$$

We see that the model picks the pair with the highest background rate, and assigns weight 1 to it and 0 to the others. However, this is not the most desirable solution. Suppose, for instance, that all background rates are approximately the same. Then, it is not reasonable to choose one pair over the others, since all of them are almost equally likely to be involved. Unfortunately, this is a general property of model (9). It will always either assign all of the weight to one pair for each incomplete event, never creating any distributions, or will give a degenerate solution. Indeed, the normalization constraints and the objective function, in each of its arguments, are all linear.

Model (8) does not have such a drawback for this example. It does not just pick the most likely participants of the event, but assigns weights to all pairs indicating how likely each of them is to be involved. This can be thought of as some sort of regularization property.

### 5.3. Discussion

As we mentioned in section 4, the objective function in (8) can be thought of as a sum of the energies of the events. Formally, if we ignore constant terms, it consists of two parts: quadratic terms, corresponding to the interaction of the incomplete events, and linear terms, corresponding to the energy of the incomplete events in the presence of the complete events and background rate values. The examples above were targeted to examine these parts separately to reveal their roles in the reconstruction process.

In the first example, we considered the quadratic part of the energy. We have seen that the incomplete events tend to gather on those timelines where their interaction energy is highest, which leads to aggressive cluster formation up to assigning all the weights to the same pair of agents.

On the other hand, the linear terms express the influence of the complete events and background rates, and do not allow the incomplete events to deviate too much from already existing clustering structure. Moreover, they regularize the solution, which represents the degree of uncertainty in the prediction, as demonstrated in the second example.

The methods arising from $l^{1}$-normalization (9) and from the alternative energy functional (7) have each shown some undesirable properties in these examples, and we will not consider them further. Of course, one is not restricted to only using $l^{1}$ or $l^{2}$ normalization, and one could consider a general $l^{p}$ normalization of the weights or look at a hybrid constraint consisting of both $l^{1}$ and $l^{2}$ terms (or $l^{p}$ terms). In the hybrid case, a constraint of the form

$$
\begin{aligned}
& \sum_{\alpha \beta} f\left(m_{i}^{\alpha \beta}\right)^{2}+(1-f) m_{i}^{\alpha \beta}=1 \\
& \forall i=1, \ldots, n
\end{aligned}
$$

could be employed, where $f \leqslant 1$ would represent how much emphasis to put on the $l^{2}$ term or the $l^{1}$ term. Although, for simplicity, we do not consider such a constraint in this work, it remains a potential avenue for future exploration.

## 6. Analysis

Note from figure 2 that the white circles naturally form a $K \times n$ matrix and our goal is to determine its entries. We denote the matrix as $\mathbf{X}=\left\{x_{i j}\right\}$. For future reference, it will be useful to express $\mathbf{X}$ in terms of its rows and columns

$$
\mathbf{X}=\left(\begin{array}{c}
\mathbf{r}_{1}^{T}  \tag{22}\\
\vdots \\
\mathbf{r}_{K}^{T}
\end{array}\right)=\left(\begin{array}{lll}
\mathbf{c}_{1} & \cdots & \mathbf{c}_{n}
\end{array}\right)
$$

Using these notations, problem (8) can be written as

$$
\left\{\begin{array}{l}
\sum_{i=1}^{K} \mathbf{r}_{i}^{T} \mathbf{A}_{i} \mathbf{r}_{i}+\mathbf{r}_{i}^{T} \mathbf{b}_{i} \rightarrow \max  \tag{23}\\
\mathbf{c}_{j}^{T} \mathbf{c}_{j}=1, \quad \forall j=1, \ldots, n \\
x_{i j} \geqslant 0, \quad \forall i=1, \ldots, K, \quad \forall j=1, \ldots, n .
\end{array}\right.
$$

Here, $\mathbf{A}_{i}=\left\{a_{i}^{j l}\right\}$ is the symmetric $n \times n$ matrix of the interaction coefficients between the incomplete events on the $i$ th timeline, and $\mathbf{b}_{i}=\left\{b_{i}^{j}\right\}$ is the column of size $n$ of the energy coefficients for the incomplete events in the presence of the complete events and background rate on the $i$ th timeline. Clearly, the entries of $\mathbf{A}_{i}$ and $\mathbf{b}_{i}$ are non-negative, for all $i=1, \ldots, K$.

Theorem. For problem (23):
(i) There exists a global maximizer.
(ii) Every local maximizer (or even a stationary point) is a global maximizer.
(iii) If all $b_{i}^{j}$ are strictly positive, then the maximizer is unique.

Proof. The objective function is continuous and the admissible set, given by the constraints, is compact. This proves (i). Define $y_{i j}=x_{i j}^{2}$. Then, problem (23) becomes

$$
\left\{\begin{array}{l}
\sum_{i=1}^{K}\left[\sum_{j, l=1}^{n} a_{i}^{j l} \sqrt{y_{i j} y_{i l}}+\sum_{j=1}^{n} b_{i}^{j} \sqrt{y_{i j}}\right] \rightarrow \max  \tag{24}\\
\sum_{i=1}^{K} y_{i j}=1, \quad \forall j=1, \ldots, n \\
y_{i j} \geqslant 0, \quad \forall i=1, \ldots, K, \quad \forall j=1, \ldots, n
\end{array} .\right.
$$

The admissible set in (24), given by the constraints, is convex. We will show that the objective function is concave on it, and strictly concave if all $b_{i}^{j}$ are strictly positive, which implies (ii) and (iii).

Note that $a_{i}^{j l} \sqrt{y_{i j} y_{i l}}$ is concave for all $i=1, \ldots, K$ and $j, l=1, \ldots, n$. This follows from the fact that for all $a, b, c, d \geqslant 0$ and $0<\lambda<1$ we have

$$
\begin{equation*}
\sqrt{(\lambda a+(1-\lambda) c)(\lambda b+(1-\lambda) d)} \geqslant \lambda \sqrt{a b}+(1-\lambda) \sqrt{c d} . \tag{25}
\end{equation*}
$$

Indeed, squaring both sides of (25) gives a Cauchy-type inequality

$$
\begin{equation*}
c b+a d \geqslant 2 \sqrt{a b c d}, \tag{26}
\end{equation*}
$$

after simplification. Now it suffices to show that the function

$$
\begin{equation*}
f_{j}\left(y_{1 j}, \ldots, y_{K j}\right)=\sum_{i=1}^{K} b_{i}^{j} \sqrt{y_{i j}} \tag{27}
\end{equation*}
$$

is concave for all $j=1, \ldots, n$. That is,

$$
\begin{equation*}
\sum_{i=1}^{K} b_{i}^{j} \sqrt{\lambda \hat{y}_{i j}+(1-\lambda) \check{y}_{i j}} \geqslant \sum_{i=1}^{K} b_{i}^{j}\left[\lambda \sqrt{\hat{y}_{i j}}+(1-\lambda) \sqrt{\tilde{y}_{i j}}\right] \tag{28}
\end{equation*}
$$

for all admissible distinct $\left\{\hat{y}_{i j}\right\}_{i=1}^{K},\left\{\check{y}_{i j}\right\}_{i=1}^{K}$ and $0<\lambda<1$. We further wish to show that (27) is strictly concave, that is inequality (28) must be strict, if all $b_{i}^{j}$ are strictly positive. But both are true since the function $\sqrt{x}$ is strictly concave on $\{x: x \geqslant 0\}$. This completes the proof.

If all pairs are active, then all background rates are nonzero, and we automatically have all $b_{i}^{j}$ strictly positive, which implies the uniqueness of prediction in accordance with the theorem. When some pairs are inactive, part (iii) of the theorem is not applicable directly. Indeed, if for example timeline $i$ is inactive, then there are no complete events on it and the corresponding background rate is 0 ; hence, $\mathbf{b}_{i}=\mathbf{0}$. Note however that in this case adding the constraint $\mathbf{r}_{i}=\mathbf{0}$, or simply excluding the timeline $i$ from consideration, gives a problem with a smaller unknown matrix equivalent to (23). Thus, if we eliminate all inactive pairs in this way, we get a problem with all pairs in question being active, which guarantees the uniqueness of prediction.

So far, we implicitly assumed that we had no information at all about the participants of the incomplete events and each pair was considered as a possible candidate for prediction. Of course, if one of the participants of an event is known, then the pairs without this agent cannot be in involved, and the corresponding entries of $\mathbf{X}$ must be equal to 0 , which means that we have additional constraints of the form $x_{i j}=0$ for problem (23). These constraints however do not affect the convexity of the admissible set in the coordinates $y_{i j}=x_{i j}^{2}$. Therefore, all results of the theorem remain valid.

## 7. Results

In this section, we present and discuss the results of various tests of the proposed reconstruction method. Since the data from the Los Angeles gang network are incomplete, and the ground truth and interaction parameters for it are unavailable, it is not quite suitable for this purpose. Instead, we generate synthetic data using a Hawkes process (3), throw out some of the data at random, and then apply our algorithm to reconstruct it.

To evaluate the performance of our algorithm, we only focus on the ordering of various $m^{\alpha \beta}$ for each incomplete event $i$. Specifically, we determine for each incomplete event $i$ the weights $m_{i}$ for that event on various timelines, order them from lowest to highest, and find the corresponding rank of the ground truth timeline for that event. This is performed for two major reasons. First, our method (8) does not assign proper probabilities to various timelines, only weights that should be interpreted as being related to probability in a monotonic way. Second, from an operational point of view, the authorities are not very concerned with the actual probabilities with which each gang committed a given crime, but rather with a simple ranking of gangs from most likely to least likely, to prioritize their investigation.

As a first step, we compare our continuous method (8) to two others: one derived from the likelihood function (4) and one using the discrete model (10). However, note that methods (4) and (10) provide likelihoods (or energies) only for full allocations $\mathcal{A}$ of incomplete events, rather than one likelihood for each timeline per event. To bypass this issue, we simply define the likelihood $\hat{m}_{i}^{\alpha \beta}(f)$ that incomplete event $i$ belongs to timeline $\alpha \beta$ under metric $f$ to be

$$
\begin{equation*}
\hat{m}_{i}^{\alpha \beta}(f)=\sum_{\mathcal{A}_{i}^{\alpha \beta}} f(\mathcal{A}) \tag{29}
\end{equation*}
$$

Table 1. Continuous method (8) compared to methods (4) and (10), for $N=40, n=4, k=4$, $K=6, \mu=10^{-2}$ days $^{-1}, \omega=10^{-1}$ days $^{-1}$ and $\theta=0.5$.

| Method | Top 1 | Top 2 | Top 3 | Top 4 | Top 5 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $(4)$ | $47.3 \%$ | $68.1 \%$ | $79.8 \%$ | $87.7 \%$ | $94.0 \%$ |
| $(8)$ | $47.1 \%$ | $68.1 \%$ | $79.7 \%$ | $87.6 \%$ | $94.1 \%$ |
| $(10)$ | $47.0 \%$ | $68.1 \%$ | $79.7 \%$ | $87.6 \%$ | $94.0 \%$ |

where $\mathcal{A}_{i}^{\alpha \beta}$ is meant to represent only those allocations in which incomplete event $i$ is attributed to timeline $\alpha \beta$, and $f=\mathcal{L}$ for (4) and $f=\Lambda$ for (10).

As mentioned previously, methods (4) and (10) are of combinatoric complexity, so we limit our testing here to a relatively small system with $N=40, n=4, k=4, K=6$. Here, we assume no knowledge of the participants in incomplete events, so each may be assigned to any of the $K=6$ timelines. Simulations were run 10000 times using parameters $\mu=10^{-2}$ days $^{-1}$, $\omega=10^{-1}$ days $^{-1}$ and $\theta=0.5$ for each pair of agents, which have approximately the order of magnitude estimated in [9]. Each simulation generated a ranking of the timelines for each incomplete event, and the percentages of incomplete events whose ground truth timelines were given certain ranks are shown in table 1 .

Note that the three methods perform almost identically, each placing the correct timeline at top likelihood approximately $47 \%$ of the time, in the top-two likelihoods approximately $68 \%$ of the time and in the top-three likelihoods approximately $80 \%$ of the time. Since method (8) yields nearly indistinguishable solutions to those of (4) and (10), but is vastly more computationally effective, we focus only on this continuous method for the remainder of this section.

We next test our continuous method using datasets that more closely mimic the gang rivalry data. In all the experiments below, we have exactly one participant unknown for every incomplete event, which is the case for most of the gang data. Also, unless specified otherwise, we assume full connectedness of the network graph and use the same interaction parameters for each pair of agents as used above: $\mu=10^{-2}$ days $^{-1}, \omega=10^{-1}$ days $^{-1}$ and $\theta=0.5$.

Table 2 demonstrates the performance of the continuous method (8). It is organized as follows. The first three columns describe the dimensions of the network and the data the method was applied to, and the last three indicate how often, on average, a ground-truth unknown pair was in the top-one, top-two and top-three weights of the predicted distribution. The $\star$ value of $k$ corresponds to the real Los Angeles gang network (see figure 3), which is not a fully connected graph. The 'Guessing' rows show the results that would be obtained by random guessing.

First we note that, in terms of prediction quality, the Los Angeles gang network roughly corresponds to a fully connected 6-nodes graph. This actually makes sense, since each gang has about five rivalries on average. Second, the prediction results depend rather mildly on the fraction of incomplete events, which implicitly confirms the fact that reconstruction model (8) captures the qualitative features of interaction process (3) rather well.

As for the results themselves, we can see that they are significantly better than those obtained by just random guessing. At the same time, they are not perfect. To see why this is so, we need to have a closer look at how they depend on the parameters of the system: $\mu, \omega$ and $\theta$. If self-excitation is too weak, that is, $\omega / \mu \ll 1$ and $\theta \ll 1$, then rate (3) will always remain near $\mu$ and the clusters will be vague and widespread. Hence, the method will give almost uniform distributions of weights, and choosing the pair with the biggest weight will be equivalent to random guessing. On the other hand, if self-excitation is very strong, that is,


Figure 7. Dependence of the average percentage of correct predictions, obtained by choosing the pair with the highest weight for each distribution vector, on $\theta$ and $\tau=\log _{10}(\omega / \mu)$, for a fully connected six-agent network, with $N=400$ and $n=100$.

Table 2. Continuous model (8) performance results. The first three columns describe the dimensions of the network and the data the method was applied to, and the last three indicate how often, on average, a ground-truth unknown pair was in the top-one, top-two and top-three weights of the predicted distribution. The $\star$ value of $k$ corresponds to the real Los Angeles gang network; see figure 3, which is not a fully connected graph. The 'Guessing' rows show the results that would be obtained by random guessing.

| $k$ | $N$ | $n$ | Top 1 | Top 2 | Top 3 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 400 | 50 | 57\% | 80\% | 92\% |
| 5 | 400 | 100 | 56\% | 79\% | 91\% |
| 5 | 400 | 200 | 54\% | 76\% | 90\% |
| 5 | Guessing |  | 25\% | 50\% | 75\% |
| 7 | 400 | 50 | 47\% | 69\% | 82\% |
| 7 | 400 | 100 | 46\% | 68\% | 80\% |
| 7 | 400 | 200 | 45\% | 65\% | 77\% |
| 7 | Gues |  | 17\% | 33\% | 50\% |
| 9 | 400 | 50 | 42\% | 62\% | 73\% |
| 9 | 400 | 100 | 41\% | 60\% | 72\% |
| 9 | 400 | 200 | 39\% | 57\% | 69\% |
| 9 | Gues |  | 13\% | 25\% | 38\% |
| $\star$ | 400 | 50 | 50\% | 72\% | 83\% |
| $\star$ | 400 | 100 | 49\% | 71\% | 82\% |
| * | 400 | 200 | 48\% | 68\% | 80\% |

$\omega / \mu \gg 1$ and $\theta \simeq 1$, then the clusters will be sharp, the distribution vectors will be sparse, and choosing the pair with the biggest weight will give a reliable prediction.

Figure 7 confirms the above reasoning. Here, we applied our method to a fully connected six-agent network, with $N=400$ and $n=100$, varying the values of $\theta$ and $\tau=\log _{10}(\omega / \mu)$. For each distribution vector of weights, we simply picked the timeline with the highest weight and plotted the average percentage of correct predictions obtained in this way.

## 8. Conclusion

Retaliatory gang violence is a major problem in many metropolitan areas around the globe, and to curtail such violence, law enforcement agencies need to know who the participants were in a given altercation. We have shown that, under the assumptions that retaliatory violence on a gang network follows a Hawkes process of form (3), incomplete data on the participants of the offenses can be reconstructed using a computationally effective algorithm that maximizes an energy functional under a set of constraints-method (8). Moreover, when focusing on the likelihood rankings of gangs for incomplete events, method (8) seems to perform on par with a more probability-based algorithm (4) that is too complex to use on realistically sized datasets. Finally, we have shown that the performance of our method is deeply connected to the parameters of the Hawkes process in question, and in certain regimes may predict the correct participants with very high likelihood.

Of course, there are issues to overcome if our method is to be used on actual gang violence data, rather than on simulated events. First, for real datasets, the parameters of the process must be estimated from the events, rather than being known a priori. One could imagine accomplishing this in an iterative way: use the complete events to estimate parameters, use these parameters to estimate participants in unknown events, and then use these estimates to re-estimate the parameters, continuing the cycle until convergence (if convergence is indeed obtained). To implement this, however, one must choose how to use the estimated participants of events when re-estimating the interaction parameters, something that is not entirely clear given that our estimates of the participants are not probabilities. This could perhaps be accomplished via the expectation-maximization algorithm [25]. In this case, one would first have to consider the real likelihood function, incorporating this time both missing events and unknown parameters, and then come up with a suitable approximation for it that would make the problem less computationally expensive and yield plausible results.

Second, in real datasets one must be concerned with systematic deviation between the data and actual occurrences. Certain types of gang violence may be chronically under-reported in ways that will skew the detection of self-excitation or cause events to be allocated in an improper way. A thorough understanding of how this might affect our estimates should be had before trusting the results completely.
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