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Data sets to explore:

Data sets in textbook

MNIST digit data

Characters

Textures

Flowers

Face data and more face data

More advanced data:

ImageNet

UCI Machine Learning Repository

Visual Geometry Group
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http://archive.ics.uci.edu/ml/index.php
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Task I: Numerical prediction

Wage data

2 1. Introduction
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FIGURE 1.1. Wage data, which contains income survey information for males
from the central Atlantic region of the United States. Left: wage as a function of
age. On average, wage increases with age until about 60 years of age, at which
point it begins to decline. Center: wage as a function of year. There is a slow
but steady increase of approximately $10,000 in the average wage between 2003
and 2009. Right: Boxplots displaying wage as a function of education, with 1
indicating the lowest level (no high school diploma) and 5 the highest level (an
advanced graduate degree). On average, wage increases with the level of education.

Given an employee’s age, we can use this curve to predict his wage. However,
it is also clear from Figure 1.1 that there is a significant amount of vari-
ability associated with this average value, and so age alone is unlikely to
provide an accurate prediction of a particular man’s wage.

We also have information regarding each employee’s education level and
the year in which the wage was earned. The center and right-hand panels of
Figure 1.1, which display wage as a function of both year and education, in-
dicate that both of these factors are associated with wage. Wages increase
by approximately $10,000, in a roughly linear (or straight-line) fashion,
between 2003 and 2009, though this rise is very slight relative to the vari-
ability in the data. Wages are also typically greater for individuals with
higher education levels: men with the lowest education level (1) tend to
have substantially lower wages than those with the highest education level
(5). Clearly, the most accurate prediction of a given man’s wage will be
obtained by combining his age, his education, and the year. In Chapter 3,
we discuss linear regression, which can be used to predict wage from this
data set. Ideally, we should predict wage in a way that accounts for the
non-linear relationship between wage and age. In Chapter 7, we discuss a
class of approaches for addressing this problem.

Stock Market Data

The Wage data involves predicting a continuous or quantitative output value.
This is often referred to as a regression problem. However, in certain cases
we may instead wish to predict a non-numerical value—that is, a categorical
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Numerical prediction

Advertising data16 2. Statistical Learning
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FIGURE 2.1. The Advertising data set. The plot displays sales, in thousands
of units, as a function of TV, radio, and newspaper budgets, in thousands of
dollars, for 200 different markets. In each plot we show the simple least squares
fit of sales to that variable, as described in Chapter 3. In other words, each blue
line represents a simple model that can be used to predict sales using TV, radio,
and newspaper, respectively.

More generally, suppose that we observe a quantitative response Y and p
different predictors, X1, X2, . . . , Xp. We assume that there is some
relationship between Y and X = (X1, X2, . . . , Xp), which can be written
in the very general form

Y = f(X) + ϵ. (2.1)

Here f is some fixed but unknown function of X1, . . . , Xp, and ϵ is a random
error term, which is independent of X and has mean zero. In this formula-

error term
tion, f represents the systematic information that X provides about Y .

systematic
As another example, consider the left-hand panel of Figure 2.2, a plot of

income versus years of education for 30 individuals in the Income data set.
The plot suggests that one might be able to predict income using years of

education. However, the function f that connects the input variable to the
output variable is in general unknown. In this situation one must estimate
f based on the observed points. Since Income is a simulated data set, f is
known and is shown by the blue curve in the right-hand panel of Figure 2.2.
The vertical lines represent the error terms ϵ. We note that some of the
30 observations lie above the blue curve and some lie below it; overall, the
errors have approximately mean zero.

In general, the function f may involve more than one input variable.
In Figure 2.3 we plot income as a function of years of education and
seniority. Here f is a two-dimensional surface that must be estimated
based on the observed data.
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Task II: Categorical prediction

Stock market data 1. Introduction 3
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FIGURE 1.2. Left: Boxplots of the previous day’s percentage change in the S&P
index for the days for which the market increased or decreased, obtained from the
Smarket data. Center and Right: Same as left panel, but the percentage changes
for 2 and 3 days previous are shown.

or qualitative output. For example, in Chapter 4 we examine a stock mar-
ket data set that contains the daily movements in the Standard & Poor’s
500 (S&P) stock index over a 5-year period between 2001 and 2005. We
refer to this as the Smarket data. The goal is to predict whether the index
will increase or decrease on a given day using the past 5 days’ percentage
changes in the index. Here the statistical learning problem does not in-
volve predicting a numerical value. Instead it involves predicting whether
a given day’s stock market performance will fall into the Up bucket or the
Down bucket. This is known as a classification problem. A model that could
accurately predict the direction in which the market will move would be
very useful!

The left-hand panel of Figure 1.2 displays two boxplots of the previous
day’s percentage changes in the stock index: one for the 648 days for which
the market increased on the subsequent day, and one for the 602 days for
which the market decreased. The two plots look almost identical, suggest-
ing that there is no simple strategy for using yesterday’s movement in the
S&P to predict today’s returns. The remaining panels, which display box-
plots for the percentage changes 2 and 3 days previous to today, similarly
indicate little association between past and present returns. Of course, this
lack of pattern is to be expected: in the presence of strong correlations be-
tween successive days’ returns, one could adopt a simple trading strategy
to generate profits from the market. Nevertheless, in Chapter 4, we explore
these data using several different statistical learning methods. Interestingly,
there are hints of some weak trends in the data that suggest that, at least
for this 5-year period, it is possible to correctly predict the direction of
movement in the market approximately 60% of the time (Figure 1.3).

6 / 27



Categorical prediction

Gender: Male or Female?

Email spam: Yes or No?

Disease: Yes or No?

Digit: 0, 1, 2, . . . , 9?

Images: Cat or Dog?
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Task III: Clustering

Gene expression 1. Introduction 5
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FIGURE 1.4. Left: Representation of the NCI60 gene expression data set in
a two-dimensional space, Z1 and Z2. Each point corresponds to one of the 64
cell lines. There appear to be four groups of cell lines, which we have represented
using different colors. Right: Same as left panel except that we have represented
each of the 14 different types of cancer using a different colored symbol. Cell lines
corresponding to the same cancer type tend to be nearby in the two-dimensional
space.

some loss of information, it is now possible to visually examine the data for
evidence of clustering. Deciding on the number of clusters is often a diffi-
cult problem. But the left-hand panel of Figure 1.4 suggests at least four
groups of cell lines, which we have represented using separate colors. We
can now examine the cell lines within each cluster for similarities in their
types of cancer, in order to better understand the relationship between
gene expression levels and cancer.

In this particular data set, it turns out that the cell lines correspond
to 14 different types of cancer. (However, this information was not used
to create the left-hand panel of Figure 1.4.) The right-hand panel of Fig-
ure 1.4 is identical to the left-hand panel, except that the 14 cancer types
are shown using distinct colored symbols. There is clear evidence that cell
lines with the same cancer type tend to be located near each other in this
two-dimensional representation. In addition, even though the cancer infor-
mation was not used to produce the left-hand panel, the clustering obtained
does bear some resemblance to some of the actual cancer types observed
in the right-hand panel. This provides some independent verification of the
accuracy of our clustering analysis.

A Brief History of Statistical Learning

Though the term statistical learning is fairly new, many of the concepts
that underlie the field were developed long ago. At the beginning of the
nineteenth century, Legendre and Gauss published papers on the method
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Community detection
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1 Chapter 1: Introduction to basic learning tasks

2 Chapter 2: Basic concepts

10 / 27



Regression

Model:
Y = f (X ) + ε

where f : Rp → R

Given data: {(Xi ,Yi )}i=1,...,n

Estimator:
Ŷ = f̂ (X )

Theory: study ‖f − f̂ ‖
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Some terminology

1 Supervised versus Unsupervised Learning
I Supervised: For each data Xi , there is an associated response or label

yi .

I Unsupervised: The Xi ’s do not have associated responses or labels.

I Semi-supervised:

2 Regression versus Classification
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Example
2.1 What Is Statistical Learning? 17
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FIGURE 2.2. The Income data set. Left: The red dots are the observed values
of income (in tens of thousands of dollars) and years of education for 30 indi-
viduals. Right: The blue curve represents the true underlying relationship between
income and years of education, which is generally unknown (but is known in
this case because the data were simulated). The black lines represent the error
associated with each observation. Note that some errors are positive (if an ob-
servation lies above the blue curve) and some are negative (if an observation lies
below the curve). Overall, these errors have approximately mean zero.

In essence, statistical learning refers to a set of approaches for estimating
f . In this chapter we outline some of the key theoretical concepts that arise
in estimating f , as well as tools for evaluating the estimates obtained.

2.1.1 Why Estimate f?

There are two main reasons that we may wish to estimate f : prediction
and inference. We discuss each in turn.

Prediction

In many situations, a set of inputs X are readily available, but the output
Y cannot be easily obtained. In this setting, since the error term averages
to zero, we can predict Y using

Ŷ = f̂(X), (2.2)

where f̂ represents our estimate for f , and Ŷ represents the resulting pre-
diction for Y . In this setting, f̂ is often treated as a black box, in the sense
that one is not typically concerned with the exact form of f̂ , provided that
it yields accurate predictions for Y .
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Example
18 2. Statistical Learning
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FIGURE 2.3. The plot displays income as a function of years of education

and seniority in the Income data set. The blue surface represents the true un-
derlying relationship between income and years of education and seniority,
which is known since the data are simulated. The red dots indicate the observed
values of these quantities for 30 individuals.

As an example, suppose that X1, . . . , Xp are characteristics of a patient’s
blood sample that can be easily measured in a lab, and Y is a variable
encoding the patient’s risk for a severe adverse reaction to a particular
drug. It is natural to seek to predict Y using X , since we can then avoid
giving the drug in question to patients who are at high risk of an adverse
reaction—that is, patients for whom the estimate of Y is high.

The accuracy of Ŷ as a prediction for Y depends on two quantities,
which we will call the reducible error and the irreducible error. In general,

reducible
error

irreducible
error

f̂ will not be a perfect estimate for f , and this inaccuracy will introduce
some error. This error is reducible because we can potentially improve the
accuracy of f̂ by using the most appropriate statistical learning technique to
estimate f . However, even if it were possible to form a perfect estimate for
f , so that our estimated response took the form Ŷ = f(X), our prediction
would still have some error in it! This is because Y is also a function of
ϵ, which, by definition, cannot be predicted using X . Therefore, variability
associated with ϵ also affects the accuracy of our predictions. This is known
as the irreducible error, because no matter how well we estimate f , we
cannot reduce the error introduced by ϵ.

Why is the irreducible error larger than zero? The quantity ϵ may con-
tain unmeasured variables that are useful in predicting Y : since we don’t
measure them, f cannot use them for its prediction. The quantity ϵ may
also contain unmeasurable variation. For example, the risk of an adverse
reaction might vary for a given patient on a given day, depending on
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Interesting questions

Write X = (X1, . . . ,Xp)T . Then f (X ) = f (X1, . . . ,Xp).

Which Xi is associated with the response?

What is the relation between f (X ) and each Xi?

Can the relation between f (X ) and X be adequately summarized
using a linear equation, or is the relation more complicated?

15 / 27



How to estimate f ?

Parametric methods – linear regression:

f (X ) = β0 + β1X1 + . . .+ βpXp

Find {β0, β1, . . . , βp} such that

Yi ≈ β0 + β1Xi ,1 + . . .+ βpXi ,p

More generally: f (X ) is a linear combination of L basis functions
{φl(X )}l=1,...,L:

f (x) = β1φ1(X ) + . . .+ βLφL(X )

Find {β1, . . . , βL} such that

Yi ≈ β1φ1(Xi ) + . . .+ βLφL(Xi )
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22 2. Statistical Learning
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FIGURE 2.4. A linear model fit by least squares to the Income data from Fig-
ure 2.3. The observations are shown in red, and the yellow plane indicates the
least squares fit to the data.

parameters. Assuming a parametric form for f simplifies the problem of
estimating f because it is generally much easier to estimate a set of pa-
rameters, such as β0, β1, . . . , βp in the linear model (2.4), than it is to fit
an entirely arbitrary function f . The potential disadvantage of a paramet-
ric approach is that the model we choose will usually not match the true
unknown form of f . If the chosen model is too far from the true f , then
our estimate will be poor. We can try to address this problem by choos-
ing flexible models that can fit many different possible functional forms

flexible
for f . But in general, fitting a more flexible model requires estimating a
greater number of parameters. These more complex models can lead to a
phenomenon known as overfitting the data, which essentially means they

overfitting
follow the errors, or noise, too closely. These issues are discussed through-

noise
out this book.

Figure 2.4 shows an example of the parametric approach applied to the
Income data from Figure 2.3. We have fit a linear model of the form

income ≈ β0 + β1 × education+ β2 × seniority.

Since we have assumed a linear relationship between the response and the
two predictors, the entire fitting problem reduces to estimating β0, β1, and
β2, which we do using least squares linear regression. Comparing Figure 2.3
to Figure 2.4, we can see that the linear fit given in Figure 2.4 is not quite
right: the true f has some curvature that is not captured in the linear fit.
However, the linear fit still appears to do a reasonable job of capturing the
positive relationship between years of education and income, as well as the
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FIGURE 2.4. A linear model fit by least squares to the Income data from Fig-
ure 2.3. The observations are shown in red, and the yellow plane indicates the
least squares fit to the data.

parameters. Assuming a parametric form for f simplifies the problem of
estimating f because it is generally much easier to estimate a set of pa-
rameters, such as β0, β1, . . . , βp in the linear model (2.4), than it is to fit
an entirely arbitrary function f . The potential disadvantage of a paramet-
ric approach is that the model we choose will usually not match the true
unknown form of f . If the chosen model is too far from the true f , then
our estimate will be poor. We can try to address this problem by choos-
ing flexible models that can fit many different possible functional forms

flexible
for f . But in general, fitting a more flexible model requires estimating a
greater number of parameters. These more complex models can lead to a
phenomenon known as overfitting the data, which essentially means they

overfitting
follow the errors, or noise, too closely. These issues are discussed through-

noise
out this book.

Figure 2.4 shows an example of the parametric approach applied to the
Income data from Figure 2.3. We have fit a linear model of the form

income ≈ β0 + β1 × education+ β2 × seniority.

Since we have assumed a linear relationship between the response and the
two predictors, the entire fitting problem reduces to estimating β0, β1, and
β2, which we do using least squares linear regression. Comparing Figure 2.3
to Figure 2.4, we can see that the linear fit given in Figure 2.4 is not quite
right: the true f has some curvature that is not captured in the linear fit.
However, the linear fit still appears to do a reasonable job of capturing the
positive relationship between years of education and income, as well as the
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Non-parametric methods

Nearest neighbors

Kernel regression

Local linear/polynomial regression

Partitioning estimates
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Error measurements

Training data: {(Xi ,Yi )}i=1,...,ntrain → estimator f̂

Training Error =
1

ntrain

ntrain∑
i=1

(
Yi − f̂ (Xi )

)2
A test data point: (X0,Y0)

Prediction error =
∣∣∣Y0 − f̂ (X0)

∣∣∣
Test data set: {(Xj ,Yj)}j=1,...,ntest

Mean Squared Error (MSE ) =
1

ntest

ntest∑
j=1

(
Yj − f̂ (Xj)

)2
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The classification setting

Training data: {(Xi ,Yi )}i=1,...,ntrain where Yi are qualitative

Training Error =
1

ntrain

ntrain∑
i=1

I (Yi 6= Ŷi )

A test data point: (X0,Y0)

Prediction error = I (Y0 6= Ŷ0)

Test data set: {(Xj ,Yj)}j=1,...,ntest

Mean Squared Error (MSE ) =
1

ntest

ntest∑
j=1

I (Yj 6= Ŷj)
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Model complexity/flexibility
2.2 Assessing Model Accuracy 31
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FIGURE 2.9. Left: Data simulated from f , shown in black. Three estimates of
f are shown: the linear regression line (orange curve), and two smoothing spline
fits (blue and green curves). Right: Training MSE (grey curve), test MSE (red
curve), and minimum possible test MSE over all methods (dashed line). Squares
represent the training and test MSEs for the three fits shown in the left-hand
panel.

smallest. But what if no test observations are available? In that case, one
might imagine simply selecting a statistical learning method that minimizes
the training MSE (2.5). This seems like it might be a sensible approach,
since the training MSE and the test MSE appear to be closely related.
Unfortunately, there is a fundamental problem with this strategy: there
is no guarantee that the method with the lowest training MSE will also
have the lowest test MSE. Roughly speaking, the problem is that many
statistical methods specifically estimate coefficients so as to minimize the
training set MSE. For these methods, the training set MSE can be quite
small, but the test MSE is often much larger.

Figure 2.9 illustrates this phenomenon on a simple example. In the left-
hand panel of Figure 2.9, we have generated observations from (2.1) with
the true f given by the black curve. The orange, blue and green curves illus-
trate three possible estimates for f obtained using methods with increasing
levels of flexibility. The orange line is the linear regression fit, which is rela-
tively inflexible. The blue and green curves were produced using smoothing
splines, discussed in Chapter 7, with different levels of smoothness. It is

smoothing
splineclear that as the level of flexibility increases, the curves fit the observed

data more closely. The green curve is the most flexible and matches the
data very well; however, we observe that it fits the true f (shown in black)
poorly because it is too wiggly. By adjusting the level of flexibility of the
smoothing spline fit, we can produce many different fits to this data.
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Model complexity/flexibility
2.2 Assessing Model Accuracy 33
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FIGURE 2.10. Details are as in Figure 2.9, using a different true f that is
much closer to linear. In this setting, linear regression provides a very good fit to
the data.

Figure 2.10 provides another example in which the true f is approxi-
mately linear. Again we observe that the training MSE decreases mono-
tonically as the model flexibility increases, and that there is a U-shape in
the test MSE. However, because the truth is close to linear, the test MSE
only decreases slightly before increasing again, so that the orange least
squares fit is substantially better than the highly flexible green curve. Fi-
nally, Figure 2.11 displays an example in which f is highly non-linear. The
training and test MSE curves still exhibit the same general patterns, but
now there is a rapid decrease in both curves before the test MSE starts to
increase slowly.

In practice, one can usually compute the training MSE with relative
ease, but estimating test MSE is considerably more difficult because usually
no test data are available. As the previous three examples illustrate, the
flexibility level corresponding to the model with the minimal test MSE can
vary considerably among data sets. Throughout this book, we discuss a
variety of approaches that can be used in practice to estimate this minimum
point. One important method is cross-validation (Chapter 5), which is a cross-

validationmethod for estimating test MSE using the training data.

2.2.2 The Bias-Variance Trade-Off

The U-shape observed in the test MSE curves (Figures 2.9–2.11) turns out
to be the result of two competing properties of statistical learning methods.
Though the mathematical proof is beyond the scope of this book, it is
possible to show that the expected test MSE, for a given value x0, can

How to choose a good parameter? – Cross validation
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K-Nearest Neighbors (KNN)

Training data: {(Xi ,Yi )}i=1,...,n

Regression: at X0,

Ŷ0 =
1

K

∑
i∈N0

Yi

where N0 contains the K points in the training data that are closest to X0

Classification: Assume Y ∈ {1, 2, . . .}. At the test obervation X0,

P(Y = j |X = X0) =
1

K

∑
i∈N0

I (Yi = j).

KNN classifies X0 to the class with the largest probability.
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KNN Example40 2. Statistical Learning
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FIGURE 2.14. The KNN approach, using K = 3, is illustrated in a simple
situation with six blue observations and six orange observations. Left: a test ob-
servation at which a predicted class label is desired is shown as a black cross. The
three closest points to the test observation are identified, and it is predicted that
the test observation belongs to the most commonly-occurring class, in this case
blue. Right: The KNN decision boundary for this example is shown in black. The
blue grid indicates the region in which a test observation will be assigned to the
blue class, and the orange grid indicates the region in which it will be assigned to
the orange class.

The choice of K has a drastic effect on the KNN classifier obtained.
Figure 2.16 displays two KNN fits to the simulated data from Figure 2.13,
using K = 1 and K = 100. When K = 1, the decision boundary is overly
flexible and finds patterns in the data that don’t correspond to the Bayes
decision boundary. This corresponds to a classifier that has low bias but
very high variance. As K grows, the method becomes less flexible and
produces a decision boundary that is close to linear. This corresponds to
a low-variance but high-bias classifier. On this simulated data set, neither
K = 1 nor K = 100 give good predictions: they have test error rates of
0.1695 and 0.1925, respectively.

Just as in the regression setting, there is not a strong relationship be-
tween the training error rate and the test error rate. With K = 1, the
KNN training error rate is 0, but the test error rate may be quite high. In
general, as we use more flexible classification methods, the training error
rate will decline but the test error rate may not. In Figure 2.17, we have
plotted the KNN test and training errors as a function of 1/K. As 1/K in-
creases, the method becomes more flexible. As in the regression setting, the
training error rate consistently declines as the flexibility increases. However,
the test error exhibits a characteristic U-shape, declining at first (with a
minimum at approximately K = 10) before increasing again when the
method becomes excessively flexible and overfits.

24 / 27



Too small or too large K

2.2 Assessing Model Accuracy 41
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FIGURE 2.15. The black curve indicates the KNN decision boundary on the
data from Figure 2.13, using K = 10. The Bayes decision boundary is shown as
a purple dashed line. The KNN and Bayes decision boundaries are very similar.
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FIGURE 2.16. A comparison of the KNN decision boundaries (solid black
curves) obtained using K = 1 and K = 100 on the data from Figure 2.13. With
K = 1, the decision boundary is overly flexible, while with K = 100 it is not
sufficiently flexible. The Bayes decision boundary is shown as a purple dashed
line.

K = 1: training error 0, test error 0.1695

K = 100: test error 0.1925
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FIGURE 2.15. The black curve indicates the KNN decision boundary on the
data from Figure 2.13, using K = 10. The Bayes decision boundary is shown as
a purple dashed line. The KNN and Bayes decision boundaries are very similar.
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FIGURE 2.16. A comparison of the KNN decision boundaries (solid black
curves) obtained using K = 1 and K = 100 on the data from Figure 2.13. With
K = 1, the decision boundary is overly flexible, while with K = 100 it is not
sufficiently flexible. The Bayes decision boundary is shown as a purple dashed
line.
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FIGURE 2.17. The KNN training error rate (blue, 200 observations) and test
error rate (orange, 5,000 observations) on the data from Figure 2.13, as the
level of flexibility (assessed using 1/K) increases, or equivalently as the number
of neighbors K decreases. The black dashed line indicates the Bayes error rate.
The jumpiness of the curves is due to the small size of the training data set.

In both the regression and classification settings, choosing the correct
level of flexibility is critical to the success of any statistical learning method.
The bias-variance tradeoff, and the resulting U-shape in the test error, can
make this a difficult task. In Chapter 5, we return to this topic and discuss
various methods for estimating test error rates and thereby choosing the
optimal level of flexibility for a given statistical learning method.

2.3 Lab: Introduction to R

In this lab, we will introduce some simple R commands. The best way to
learn a new language is to try out the commands. R can be downloaded from

http://cran.r-project.org/

2.3.1 Basic Commands

R uses functions to perform operations. To run a function called funcname,
function

we type funcname(input1, input2), where the inputs (or arguments) input1
argument
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