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The bias-variance trade off

34 2. Statistical Learning
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FIGURE 2.11. Details are as in Figure 2.9, using a different f that is far from
linear. In this setting, linear regression provides a very poor fit to the data.

always be decomposed into the sum of three fundamental quantities: the
variance of f̂(x0), the squared bias of f̂(x0) and the variance of the error

variance

biasterms ϵ. That is,

E
(
y0 − f̂(x0)

)2

= Var(f̂(x0)) + [Bias(f̂(x0))]
2 + Var(ϵ). (2.7)

Here the notation E
(
y0 − f̂(x0)

)2

defines the expected test MSE, and refers
expected
test MSEto the average test MSE that we would obtain if we repeatedly estimated

f using a large number of training sets, and tested each at x0. The overall

expected test MSE can be computed by averaging E
(
y0 − f̂(x0)

)2

over all

possible values of x0 in the test set.
Equation 2.7 tells us that in order to minimize the expected test error,

we need to select a statistical learning method that simultaneously achieves
low variance and low bias. Note that variance is inherently a nonnegative
quantity, and squared bias is also nonnegative. Hence, we see that the
expected test MSE can never lie below Var(ϵ), the irreducible error from
(2.3).

What do we mean by the variance and bias of a statistical learning
method? Variance refers to the amount by which f̂ would change if we
estimated it using a different training data set. Since the training data
are used to fit the statistical learning method, different training data sets
will result in a different f̂ . But ideally the estimate for f should not vary
too much between training sets. However, if a method has high variance
then small changes in the training data can result in large changes in f̂ . In
general, more flexible statistical methods have higher variance. Consider the

Variance is the amount by which f̂ would change if we estimated it
using a different training data set.

Bias refers to the error that is introduced by approximating the
complicated ground-truth f by a simpler model.
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KNN classification

2.2 Assessing Model Accuracy 41
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KNN: K=10

FIGURE 2.15. The black curve indicates the KNN decision boundary on the
data from Figure 2.13, using K = 10. The Bayes decision boundary is shown as
a purple dashed line. The KNN and Bayes decision boundaries are very similar.
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FIGURE 2.16. A comparison of the KNN decision boundaries (solid black
curves) obtained using K = 1 and K = 100 on the data from Figure 2.13. With
K = 1, the decision boundary is overly flexible, while with K = 100 it is not
sufficiently flexible. The Bayes decision boundary is shown as a purple dashed
line.

K = 1: a small bias and a large variance

K = 100: a large bias and a small variance
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Training and test error versus K
42 2. Statistical Learning
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FIGURE 2.17. The KNN training error rate (blue, 200 observations) and test
error rate (orange, 5,000 observations) on the data from Figure 2.13, as the
level of flexibility (assessed using 1/K) increases, or equivalently as the number
of neighbors K decreases. The black dashed line indicates the Bayes error rate.
The jumpiness of the curves is due to the small size of the training data set.

In both the regression and classification settings, choosing the correct
level of flexibility is critical to the success of any statistical learning method.
The bias-variance tradeoff, and the resulting U-shape in the test error, can
make this a difficult task. In Chapter 5, we return to this topic and discuss
various methods for estimating test error rates and thereby choosing the
optimal level of flexibility for a given statistical learning method.

2.3 Lab: Introduction to R

In this lab, we will introduce some simple R commands. The best way to
learn a new language is to try out the commands. R can be downloaded from

http://cran.r-project.org/

2.3.1 Basic Commands

R uses functions to perform operations. To run a function called funcname,
function

we type funcname(input1, input2), where the inputs (or arguments) input1
argument

Question: How to choose a proper K?
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Fit data with polynomials
Linear: Y = β0 + β1X
Quadratic: Y = β0 + β1X + β2X

2

Polynomials of degree p: Y = β0 + β1X + β2X
2 + . . .+ βpX

p

3.3 Other Considerations in the Regression Model 91
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FIGURE 3.8. The Auto data set. For a number of cars, mpg and horsepower are
shown. The linear regression fit is shown in orange. The linear regression fit for a
model that includes horsepower2 is shown as a blue curve. The linear regression
fit for a model that includes all polynomials of horsepower up to fifth-degree is
shown in green.

orange line represents the linear regression fit. There is a pronounced rela-
tionship between mpg and horsepower, but it seems clear that this relation-
ship is in fact non-linear: the data suggest a curved relationship. A simple
approach for incorporating non-linear associations in a linear model is to
include transformed versions of the predictors in the model. For example,
the points in Figure 3.8 seem to have a quadratic shape, suggesting that a

quadratic
model of the form

mpg = β0 + β1 × horsepower + β2 × horsepower2 + ϵ (3.36)

may provide a better fit. Equation 3.36 involves predicting mpg using a
non-linear function of horsepower. But it is still a linear model! That is,
(3.36) is simply a multiple linear regression model with X1 = horsepower

and X2 = horsepower2. So we can use standard linear regression software to
estimate β0, β1, and β2 in order to produce a non-linear fit. The blue curve
in Figure 3.8 shows the resulting quadratic fit to the data. The quadratic
fit appears to be substantially better than the fit obtained when just the
linear term is included. The R2 of the quadratic fit is 0.688, compared to
0.606 for the linear fit, and the p-value in Table 3.10 for the quadratic term
is highly significant.

If including horsepower2 led to such a big improvement in the model, why
not include horsepower3, horsepower4, or even horsepower5? The green curve

Question: How to choose a proper p?
6 / 20
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Training and validation set
5.1 Cross-Validation 177
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n

91

FIGURE 5.1. A schematic display of the validation set approach. A set of n
observations are randomly split into a training set (shown in blue, containing
observations 7, 22, and 13, among others) and a validation set (shown in beige,
and containing observation 91, among others). The statistical learning method is
fit on the training set, and its performance is evaluated on the validation set.

even better results. We answer this question in Chapter 3 by looking at
the p-values associated with a cubic term and higher-order polynomial
terms in a linear regression. But we could also answer this question using
the validation method. We randomly split the 392 observations into two
sets, a training set containing 196 of the data points, and a validation set
containing the remaining 196 observations. The validation set error rates
that result from fitting various regression models on the training sample
and evaluating their performance on the validation sample, using MSE
as a measure of validation set error, are shown in the left-hand panel of
Figure 5.2. The validation set MSE for the quadratic fit is considerably
smaller than for the linear fit. However, the validation set MSE for the cubic
fit is actually slightly larger than for the quadratic fit. This implies that
including a cubic term in the regression does not lead to better prediction
than simply using a quadratic term.

Recall that in order to create the left-hand panel of Figure 5.2, we ran-
domly divided the data set into two parts, a training set and a validation
set. If we repeat the process of randomly splitting the sample set into two
parts, we will get a somewhat different estimate for the test MSE. As an
illustration, the right-hand panel of Figure 5.2 displays ten different vali-
dation set MSE curves from the Auto data set, produced using ten different
random splits of the observations into training and validation sets. All ten
curves indicate that the model with a quadratic term has a dramatically
smaller validation set MSE than the model with only a linear term. Fur-
thermore, all ten curves indicate that there is not much benefit in including
cubic or higher-order polynomial terms in the model. But it is worth noting
that each of the ten curves results in a different test MSE estimate for each
of the ten regression models considered. And there is no consensus among
the curves as to which model results in the smallest validation set MSE.
Based on the variability among these curves, all that we can conclude with
any confidence is that the linear fit is not adequate for this data.

The validation set approach is conceptually simple and is easy to imple-
ment. But it has two potential drawbacks:

Polynomial order in mpg ∼ horsepower:178 5. Resampling Methods
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FIGURE 5.2. The validation set approach was used on the Auto data set in
order to estimate the test error that results from predicting mpg using polynomial
functions of horsepower. Left: Validation error estimates for a single split into
training and validation data sets. Right: The validation method was repeated ten
times, each time using a different random split of the observations into a training
set and a validation set. This illustrates the variability in the estimated test MSE
that results from this approach.

1. As is shown in the right-hand panel of Figure 5.2, the validation esti-
mate of the test error rate can be highly variable, depending on pre-
cisely which observations are included in the training set and which
observations are included in the validation set.

2. In the validation approach, only a subset of the observations—those
that are included in the training set rather than in the validation
set—are used to fit the model. Since statistical methods tend to per-
form worse when trained on fewer observations, this suggests that the
validation set error rate may tend to overestimate the test error rate
for the model fit on the entire data set.

In the coming subsections, we will present cross-validation, a refinement of
the validation set approach that addresses these two issues.

5.1.2 Leave-One-Out Cross-Validation

Leave-one-out cross-validation (LOOCV) is closely related to the validation
leave-one-
out
cross-
validation

set approach of Section 5.1.1, but it attempts to address that method’s
drawbacks.

Like the validation set approach, LOOCV involves splitting the set of
observations into two parts. However, instead of creating two subsets of
comparable size, a single observation (x1, y1) is used for the validation
set, and the remaining observations {(x2, y2), . . . , (xn, yn)} make up the
training set. The statistical learning method is fit on the n − 1 training
observations, and a prediction ŷ1 is made for the excluded observation,
using its value x1. Since (x1, y1) was not used in the fitting process, MSE1 =

8 / 20



Outline

1 Review – the bias and variance trade off

2 5.1.1 Validation set

3 5.1.2 Leave-One-Out Cross-Validation

4 5.1.5 Cross-Validation and Classification Problems

9 / 20



Leave-One-Out Cross-Validation (LOOCV)
5.1 Cross-Validation 179
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FIGURE 5.3. A schematic display of LOOCV. A set of n data points is repeat-
edly split into a training set (shown in blue) containing all but one observation,
and a validation set that contains only that observation (shown in beige). The test
error is then estimated by averaging the n resulting MSE’s. The first training set
contains all but observation 1, the second training set contains all but observation
2, and so forth.

(y1 − ŷ1)
2 provides an approximately unbiased estimate for the test error.

But even though MSE1 is unbiased for the test error, it is a poor estimate
because it is highly variable, since it is based upon a single observation
(x1, y1).

We can repeat the procedure by selecting (x2, y2) for the validation
data, training the statistical learning procedure on the n− 1 observations
{(x1, y1), (x3, y3), . . . , (xn, yn)}, and computing MSE2 = (y2−ŷ2)

2. Repeat-
ing this approach n times produces n squared errors, MSE1, . . . , MSEn.
The LOOCV estimate for the test MSE is the average of these n test error
estimates:

CV(n) =
1

n

n∑

i=1

MSEi. (5.1)

A schematic of the LOOCV approach is illustrated in Figure 5.3.
LOOCV has a couple of major advantages over the validation set ap-

proach. First, it has far less bias. In LOOCV, we repeatedly fit the sta-
tistical learning method using training sets that contain n − 1 observa-
tions, almost as many as are in the entire data set. This is in contrast to
the validation set approach, in which the training set is typically around
half the size of the original data set. Consequently, the LOOCV approach
tends not to overestimate the test error rate as much as the validation
set approach does. Second, in contrast to the validation approach which
will yield different results when applied repeatedly due to randomness in
the training/validation set splits, performing LOOCV multiple times will

5.1 Cross-Validation 179
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and a validation set that contains only that observation (shown in beige). The test
error is then estimated by averaging the n resulting MSE’s. The first training set
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(y1 − ŷ1)
2 provides an approximately unbiased estimate for the test error.

But even though MSE1 is unbiased for the test error, it is a poor estimate
because it is highly variable, since it is based upon a single observation
(x1, y1).

We can repeat the procedure by selecting (x2, y2) for the validation
data, training the statistical learning procedure on the n− 1 observations
{(x1, y1), (x3, y3), . . . , (xn, yn)}, and computing MSE2 = (y2−ŷ2)

2. Repeat-
ing this approach n times produces n squared errors, MSE1, . . . , MSEn.
The LOOCV estimate for the test MSE is the average of these n test error
estimates:

CV(n) =
1

n

n∑

i=1

MSEi. (5.1)

A schematic of the LOOCV approach is illustrated in Figure 5.3.
LOOCV has a couple of major advantages over the validation set ap-

proach. First, it has far less bias. In LOOCV, we repeatedly fit the sta-
tistical learning method using training sets that contain n − 1 observa-
tions, almost as many as are in the entire data set. This is in contrast to
the validation set approach, in which the training set is typically around
half the size of the original data set. Consequently, the LOOCV approach
tends not to overestimate the test error rate as much as the validation
set approach does. Second, in contrast to the validation approach which
will yield different results when applied repeatedly due to randomness in
the training/validation set splits, performing LOOCV multiple times will
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LOOCV

Expensive to implement: one needs to fit the model n times.

Least squares linear or polynomial regression:

180 5. Resampling Methods
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FIGURE 5.4. Cross-validation was used on the Auto data set in order to es-
timate the test error that results from predicting mpg using polynomial functions
of horsepower. Left: The LOOCV error curve. Right: 10-fold CV was run nine
separate times, each with a different random split of the data into ten parts. The
figure shows the nine slightly different CV error curves.

always yield the same results: there is no randomness in the training/vali-
dation set splits.

We used LOOCV on the Auto data set in order to obtain an estimate
of the test set MSE that results from fitting a linear regression model to
predict mpg using polynomial functions of horsepower. The results are shown
in the left-hand panel of Figure 5.4.

LOOCV has the potential to be expensive to implement, since the model
has to be fit n times. This can be very time consuming if n is large, and if
each individual model is slow to fit. With least squares linear or polynomial
regression, an amazing shortcut makes the cost of LOOCV the same as that
of a single model fit! The following formula holds:

CV(n) =
1

n

n∑

i=1

(
yi − ŷi

1− hi

)2

, (5.2)

where ŷi is the ith fitted value from the original least squares fit, and hi is
the leverage defined in (3.37) on page 98. This is like the ordinary MSE,
except the ith residual is divided by 1− hi. The leverage lies between 1/n
and 1, and reflects the amount that an observation influences its own fit.
Hence the residuals for high-leverage points are inflated in this formula by
exactly the right amount for this equality to hold.

LOOCV is a very general method, and can be used with any kind of
predictive modeling. For example we could use it with logistic regression
or linear discriminant analysis, or any of the methods discussed in later

where ŷi is the ith fitted value from the original least squares fit, and hi is
a leverage quantity (see Page 98):

98 3. Linear Regression
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FIGURE 3.13. Left: Observation 41 is a high leverage point, while 20 is not.
The red line is the fit to all the data, and the blue line is the fit with observation
41 removed. Center: The red observation is not unusual in terms of its X1 value
or its X2 value, but still falls outside the bulk of the data, and hence has high
leverage. Right: Observation 41 has a high leverage and a high residual.

than removing the outlier. In fact, high leverage observations tend to have
a sizable impact on the estimated regression line. It is cause for concern if
the least squares line is heavily affected by just a couple of observations,
because any problems with these points may invalidate the entire fit. For
this reason, it is important to identify high leverage observations.

In a simple linear regression, high leverage observations are fairly easy to
identify, since we can simply look for observations for which the predictor
value is outside of the normal range of the observations. But in a multiple
linear regression with many predictors, it is possible to have an observation
that is well within the range of each individual predictor’s values, but that
is unusual in terms of the full set of predictors. An example is shown in
the center panel of Figure 3.13, for a data set with two predictors, X1 and
X2. Most of the observations’ predictor values fall within the blue dashed
ellipse, but the red observation is well outside of this range. But neither its
value for X1 nor its value for X2 is unusual. So if we examine just X1 or
just X2, we will fail to notice this high leverage point. This problem is more
pronounced in multiple regression settings with more than two predictors,
because then there is no simple way to plot all dimensions of the data
simultaneously.

In order to quantify an observation’s leverage, we compute the leverage
statistic. A large value of this statistic indicates an observation with high

leverage
statisticleverage. For a simple linear regression,

hi =
1

n
+

(xi − x̄)2∑n
i′=1(xi′ − x̄)2

. (3.37)

It is clear from this equation that hi increases with the distance of xi from x̄.
There is a simple extension of hi to the case of multiple predictors, though
we do not provide the formula here. The leverage statistic hi is always
between 1/n and 1, and the average leverage for all the observations is
always equal to (p + 1)/n. So if a given observation has a leverage statistic

The leverage hi lies between 1/n and 1, and reflects the amount that an
observation influences its own fit.
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About leverage and outlier

98 3. Linear Regression
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FIGURE 3.13. Left: Observation 41 is a high leverage point, while 20 is not.
The red line is the fit to all the data, and the blue line is the fit with observation
41 removed. Center: The red observation is not unusual in terms of its X1 value
or its X2 value, but still falls outside the bulk of the data, and hence has high
leverage. Right: Observation 41 has a high leverage and a high residual.

than removing the outlier. In fact, high leverage observations tend to have
a sizable impact on the estimated regression line. It is cause for concern if
the least squares line is heavily affected by just a couple of observations,
because any problems with these points may invalidate the entire fit. For
this reason, it is important to identify high leverage observations.

In a simple linear regression, high leverage observations are fairly easy to
identify, since we can simply look for observations for which the predictor
value is outside of the normal range of the observations. But in a multiple
linear regression with many predictors, it is possible to have an observation
that is well within the range of each individual predictor’s values, but that
is unusual in terms of the full set of predictors. An example is shown in
the center panel of Figure 3.13, for a data set with two predictors, X1 and
X2. Most of the observations’ predictor values fall within the blue dashed
ellipse, but the red observation is well outside of this range. But neither its
value for X1 nor its value for X2 is unusual. So if we examine just X1 or
just X2, we will fail to notice this high leverage point. This problem is more
pronounced in multiple regression settings with more than two predictors,
because then there is no simple way to plot all dimensions of the data
simultaneously.

In order to quantify an observation’s leverage, we compute the leverage
statistic. A large value of this statistic indicates an observation with high

leverage
statisticleverage. For a simple linear regression,

hi =
1

n
+

(xi − x̄)2∑n
i′=1(xi′ − x̄)2

. (3.37)

It is clear from this equation that hi increases with the distance of xi from x̄.
There is a simple extension of hi to the case of multiple predictors, though
we do not provide the formula here. The leverage statistic hi is always
between 1/n and 1, and the average leverage for all the observations is
always equal to (p + 1)/n. So if a given observation has a leverage statistic
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FIGURE 5.5. A schematic display of 5-fold CV. A set of n observations is
randomly split into five non-overlapping groups. Each of these fifths acts as a
validation set (shown in beige), and the remainder as a training set (shown in
blue). The test error is estimated by averaging the five resulting MSE estimates.

chapters. The magic formula (5.2) does not hold in general, in which case
the model has to be refit n times.

5.1.3 k-Fold Cross-Validation

An alternative to LOOCV is k-fold CV. This approach involves randomly
k-fold CV

dividing the set of observations into k groups, or folds, of approximately
equal size. The first fold is treated as a validation set, and the method
is fit on the remaining k − 1 folds. The mean squared error, MSE1, is
then computed on the observations in the held-out fold. This procedure is
repeated k times; each time, a different group of observations is treated
as a validation set. This process results in k estimates of the test error,
MSE1, MSE2, . . . , MSEk. The k-fold CV estimate is computed by averaging
these values,

CV(k) =
1

k

k∑

i=1

MSEi. (5.3)

Figure 5.5 illustrates the k-fold CV approach.
It is not hard to see that LOOCV is a special case of k-fold CV in which k

is set to equal n. In practice, one typically performs k-fold CV using k = 5
or k = 10. What is the advantage of using k = 5 or k = 10 rather than
k = n? The most obvious advantage is computational. LOOCV requires
fitting the statistical learning method n times. This has the potential to be
computationally expensive (except for linear models fit by least squares,
in which case formula (5.2) can be used). But cross-validation is a very
general approach that can be applied to almost any statistical learning
method. Some statistical learning methods have computationally intensive
fitting procedures, and so performing LOOCV may pose computational
problems, especially if n is extremely large. In contrast, performing 10-fold
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chapters. The magic formula (5.2) does not hold in general, in which case
the model has to be refit n times.

5.1.3 k-Fold Cross-Validation

An alternative to LOOCV is k-fold CV. This approach involves randomly
k-fold CV

dividing the set of observations into k groups, or folds, of approximately
equal size. The first fold is treated as a validation set, and the method
is fit on the remaining k − 1 folds. The mean squared error, MSE1, is
then computed on the observations in the held-out fold. This procedure is
repeated k times; each time, a different group of observations is treated
as a validation set. This process results in k estimates of the test error,
MSE1, MSE2, . . . , MSEk. The k-fold CV estimate is computed by averaging
these values,

CV(k) =
1

k

k∑

i=1

MSEi. (5.3)

Figure 5.5 illustrates the k-fold CV approach.
It is not hard to see that LOOCV is a special case of k-fold CV in which k

is set to equal n. In practice, one typically performs k-fold CV using k = 5
or k = 10. What is the advantage of using k = 5 or k = 10 rather than
k = n? The most obvious advantage is computational. LOOCV requires
fitting the statistical learning method n times. This has the potential to be
computationally expensive (except for linear models fit by least squares,
in which case formula (5.2) can be used). But cross-validation is a very
general approach that can be applied to almost any statistical learning
method. Some statistical learning methods have computationally intensive
fitting procedures, and so performing LOOCV may pose computational
problems, especially if n is extremely large. In contrast, performing 10-fold

It is common to set k = 5 or k = 10.
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FIGURE 5.4. Cross-validation was used on the Auto data set in order to es-
timate the test error that results from predicting mpg using polynomial functions
of horsepower. Left: The LOOCV error curve. Right: 10-fold CV was run nine
separate times, each with a different random split of the data into ten parts. The
figure shows the nine slightly different CV error curves.

always yield the same results: there is no randomness in the training/vali-
dation set splits.

We used LOOCV on the Auto data set in order to obtain an estimate
of the test set MSE that results from fitting a linear regression model to
predict mpg using polynomial functions of horsepower. The results are shown
in the left-hand panel of Figure 5.4.

LOOCV has the potential to be expensive to implement, since the model
has to be fit n times. This can be very time consuming if n is large, and if
each individual model is slow to fit. With least squares linear or polynomial
regression, an amazing shortcut makes the cost of LOOCV the same as that
of a single model fit! The following formula holds:

CV(n) =
1

n

n∑

i=1

(
yi − ŷi

1− hi

)2

, (5.2)

where ŷi is the ith fitted value from the original least squares fit, and hi is
the leverage defined in (3.37) on page 98. This is like the ordinary MSE,
except the ith residual is divided by 1− hi. The leverage lies between 1/n
and 1, and reflects the amount that an observation influences its own fit.
Hence the residuals for high-leverage points are inflated in this formula by
exactly the right amount for this equality to hold.

LOOCV is a very general method, and can be used with any kind of
predictive modeling. For example we could use it with logistic regression
or linear discriminant analysis, or any of the methods discussed in later
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FIGURE 2.9. Left: Data simulated from f , shown in black. Three estimates of
f are shown: the linear regression line (orange curve), and two smoothing spline
fits (blue and green curves). Right: Training MSE (grey curve), test MSE (red
curve), and minimum possible test MSE over all methods (dashed line). Squares
represent the training and test MSEs for the three fits shown in the left-hand
panel.

smallest. But what if no test observations are available? In that case, one
might imagine simply selecting a statistical learning method that minimizes
the training MSE (2.5). This seems like it might be a sensible approach,
since the training MSE and the test MSE appear to be closely related.
Unfortunately, there is a fundamental problem with this strategy: there
is no guarantee that the method with the lowest training MSE will also
have the lowest test MSE. Roughly speaking, the problem is that many
statistical methods specifically estimate coefficients so as to minimize the
training set MSE. For these methods, the training set MSE can be quite
small, but the test MSE is often much larger.

Figure 2.9 illustrates this phenomenon on a simple example. In the left-
hand panel of Figure 2.9, we have generated observations from (2.1) with
the true f given by the black curve. The orange, blue and green curves illus-
trate three possible estimates for f obtained using methods with increasing
levels of flexibility. The orange line is the linear regression fit, which is rela-
tively inflexible. The blue and green curves were produced using smoothing
splines, discussed in Chapter 7, with different levels of smoothness. It is

smoothing
splineclear that as the level of flexibility increases, the curves fit the observed

data more closely. The green curve is the most flexible and matches the
data very well; however, we observe that it fits the true f (shown in black)
poorly because it is too wiggly. By adjusting the level of flexibility of the
smoothing spline fit, we can produce many different fits to this data.
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FIGURE 2.10. Details are as in Figure 2.9, using a different true f that is
much closer to linear. In this setting, linear regression provides a very good fit to
the data.

Figure 2.10 provides another example in which the true f is approxi-
mately linear. Again we observe that the training MSE decreases mono-
tonically as the model flexibility increases, and that there is a U-shape in
the test MSE. However, because the truth is close to linear, the test MSE
only decreases slightly before increasing again, so that the orange least
squares fit is substantially better than the highly flexible green curve. Fi-
nally, Figure 2.11 displays an example in which f is highly non-linear. The
training and test MSE curves still exhibit the same general patterns, but
now there is a rapid decrease in both curves before the test MSE starts to
increase slowly.

In practice, one can usually compute the training MSE with relative
ease, but estimating test MSE is considerably more difficult because usually
no test data are available. As the previous three examples illustrate, the
flexibility level corresponding to the model with the minimal test MSE can
vary considerably among data sets. Throughout this book, we discuss a
variety of approaches that can be used in practice to estimate this minimum
point. One important method is cross-validation (Chapter 5), which is a cross-

validationmethod for estimating test MSE using the training data.

2.2.2 The Bias-Variance Trade-Off

The U-shape observed in the test MSE curves (Figures 2.9–2.11) turns out
to be the result of two competing properties of statistical learning methods.
Though the mathematical proof is beyond the scope of this book, it is
possible to show that the expected test MSE, for a given value x0, can
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FIGURE 2.11. Details are as in Figure 2.9, using a different f that is far from
linear. In this setting, linear regression provides a very poor fit to the data.

always be decomposed into the sum of three fundamental quantities: the
variance of f̂(x0), the squared bias of f̂(x0) and the variance of the error

variance

biasterms ϵ. That is,

E
(
y0 − f̂(x0)

)2

= Var(f̂(x0)) + [Bias(f̂(x0))]
2 + Var(ϵ). (2.7)

Here the notation E
(
y0 − f̂(x0)

)2

defines the expected test MSE, and refers
expected
test MSEto the average test MSE that we would obtain if we repeatedly estimated

f using a large number of training sets, and tested each at x0. The overall

expected test MSE can be computed by averaging E
(
y0 − f̂(x0)

)2

over all

possible values of x0 in the test set.
Equation 2.7 tells us that in order to minimize the expected test error,

we need to select a statistical learning method that simultaneously achieves
low variance and low bias. Note that variance is inherently a nonnegative
quantity, and squared bias is also nonnegative. Hence, we see that the
expected test MSE can never lie below Var(ϵ), the irreducible error from
(2.3).

What do we mean by the variance and bias of a statistical learning
method? Variance refers to the amount by which f̂ would change if we
estimated it using a different training data set. Since the training data
are used to fit the statistical learning method, different training data sets
will result in a different f̂ . But ideally the estimate for f should not vary
too much between training sets. However, if a method has high variance
then small changes in the training data can result in large changes in f̂ . In
general, more flexible statistical methods have higher variance. Consider the
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FIGURE 5.6. True and estimated test MSE for the simulated data sets in Fig-
ures 2.9 ( left), 2.10 ( center), and 2.11 ( right). The true test MSE is shown in
blue, the LOOCV estimate is shown as a black dashed line, and the 10-fold CV
estimate is shown in orange. The crosses indicate the minimum of each of the
MSE curves.

CV requires fitting the learning procedure only ten times, which may be
much more feasible. As we see in Section 5.1.4, there also can be other
non-computational advantages to performing 5-fold or 10-fold CV, which
involve the bias-variance trade-off.

The right-hand panel of Figure 5.4 displays nine different 10-fold CV
estimates for the Auto data set, each resulting from a different random
split of the observations into ten folds. As we can see from the figure, there
is some variability in the CV estimates as a result of the variability in how
the observations are divided into ten folds. But this variability is typically
much lower than the variability in the test error estimates that results from
the validation set approach (right-hand panel of Figure 5.2).

When we examine real data, we do not know the true test MSE, and
so it is difficult to determine the accuracy of the cross-validation estimate.
However, if we examine simulated data, then we can compute the true
test MSE, and can thereby evaluate the accuracy of our cross-validation
results. In Figure 5.6, we plot the cross-validation estimates and true test
error rates that result from applying smoothing splines to the simulated
data sets illustrated in Figures 2.9–2.11 of Chapter 2. The true test MSE
is displayed in blue. The black dashed and orange solid lines respectively
show the estimated LOOCV and 10-fold CV estimates. In all three plots,
the two cross-validation estimates are very similar. In the right-hand panel
of Figure 5.6, the true test MSE and the cross-validation curves are almost
identical. In the center panel of Figure 5.6, the two sets of curves are similar
at the lower degrees of flexibility, while the CV curves overestimate the test
set MSE for higher degrees of flexibility. In the left-hand panel of Figure 5.6,
the CV curves have the correct general shape, but they underestimate the
true test MSE.
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CV in the classification setting

LOOCV:
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has higher variance than does the mean of many quantities that are not
as highly correlated, the test error estimate resulting from LOOCV tends
to have higher variance than does the test error estimate resulting from
k-fold CV.

To summarize, there is a bias-variance trade-off associated with the
choice of k in k-fold cross-validation. Typically, given these considerations,
one performs k-fold cross-validation using k = 5 or k = 10, as these values
have been shown empirically to yield test error rate estimates that suffer
neither from excessively high bias nor from very high variance.

5.1.5 Cross-Validation on Classification Problems

In this chapter so far, we have illustrated the use of cross-validation in the
regression setting where the outcome Y is quantitative, and so have used
MSE to quantify test error. But cross-validation can also be a very useful
approach in the classification setting when Y is qualitative. In this setting,
cross-validation works just as described earlier in this chapter, except that
rather than using MSE to quantify test error, we instead use the number
of misclassified observations. For instance, in the classification setting, the
LOOCV error rate takes the form

CV(n) =
1

n

n∑

i=1

Erri, (5.4)

where Erri = I(yi ̸= ŷi). The k-fold CV error rate and validation set error
rates are defined analogously.

As an example, we fit various logistic regression models on the two-
dimensional classification data displayed in Figure 2.13. In the top-left
panel of Figure 5.7, the black solid line shows the estimated decision bound-
ary resulting from fitting a standard logistic regression model to this data
set. Since this is simulated data, we can compute the true test error rate,
which takes a value of 0.201 and so is substantially larger than the Bayes
error rate of 0.133. Clearly logistic regression does not have enough flexi-
bility to model the Bayes decision boundary in this setting. We can easily
extend logistic regression to obtain a non-linear decision boundary by using
polynomial functions of the predictors, as we did in the regression setting in
Section 3.3.2. For example, we can fit a quadratic logistic regression model,
given by

log

(
p

1− p

)
= β0 + β1X1 + β2X

2
1 + β3X2 + β4X

2
2 . (5.5)

The top-right panel of Figure 5.7 displays the resulting decision boundary,
which is now curved. However, the test error rate has improved only slightly,
to 0.197. A much larger improvement is apparent in the bottom-left panel

where Erri = I (yi 6= ŷi )

Example with logistic regression:

Linear logistic regression

log

(
p

1− p

)
= β0 + β1X1 + β2X2

Quadratic logistic regression

log

(
p

1− p

)
= β0 + β1X1 + β2X

2
1 + β3X2 + β4X

2
2
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FIGURE 5.7. Logistic regression fits on the two-dimensional classification data
displayed in Figure 2.13. The Bayes decision boundary is represented using a
purple dashed line. Estimated decision boundaries from linear, quadratic, cubic
and quartic (degrees 1–4) logistic regressions are displayed in black. The test error
rates for the four logistic regression fits are respectively 0.201, 0.197, 0.160, and
0.162, while the Bayes error rate is 0.133.

of Figure 5.7, in which we have fit a logistic regression model involving
cubic polynomials of the predictors. Now the test error rate has decreased
to 0.160. Going to a quartic polynomial (bottom-right) slightly increases
the test error.

In practice, for real data, the Bayes decision boundary and the test er-
ror rates are unknown. So how might we decide between the four logistic
regression models displayed in Figure 5.7? We can use cross-validation in
order to make this decision. The left-hand panel of Figure 5.8 displays in
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FIGURE 5.8. Test error (brown), training error (blue), and 10-fold CV error
(black) on the two-dimensional classification data displayed in Figure 5.7. Left:
Logistic regression using polynomial functions of the predictors. The order of
the polynomials used is displayed on the x-axis. Right: The KNN classifier with
different values of K, the number of neighbors used in the KNN classifier.

black the 10-fold CV error rates that result from fitting ten logistic regres-
sion models to the data, using polynomial functions of the predictors up
to tenth order. The true test errors are shown in brown, and the training
errors are shown in blue. As we have seen previously, the training error
tends to decrease as the flexibility of the fit increases. (The figure indicates
that though the training error rate doesn’t quite decrease monotonically,
it tends to decrease on the whole as the model complexity increases.) In
contrast, the test error displays a characteristic U-shape. The 10-fold CV
error rate provides a pretty good approximation to the test error rate.
While it somewhat underestimates the error rate, it reaches a minimum
when fourth-order polynomials are used, which is very close to the min-
imum of the test curve, which occurs when third-order polynomials are
used. In fact, using fourth-order polynomials would likely lead to good test
set performance, as the true test error rate is approximately the same for
third, fourth, fifth, and sixth-order polynomials.

The right-hand panel of Figure 5.8 displays the same three curves us-
ing the KNN approach for classification, as a function of the value of K
(which in this context indicates the number of neighbors used in the KNN
classifier, rather than the number of CV folds used). Again the training
error rate declines as the method becomes more flexible, and so we see that
the training error rate cannot be used to select the optimal value for K.
Though the cross-validation error curve slightly underestimates the test
error rate, it takes on a minimum very close to the best value for K.
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