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Abstract: In this paper we prove that for any given rational \( r > 0 \) and all \( N > 1 \), there exist integers \( N < x_1 < x_2 < \cdots < x_k < e^{r+o(1)} N \) such that
\[
r = \frac{1}{x_1} + \frac{1}{x_2} + \cdots + \frac{1}{x_k}.
\]
This solves an open question of Erdős and Graham.

I. Introduction

Let \( X_k \) denote the set
\[
\left\{ \{x_1, \ldots, x_k\} : \sum_{j=1}^{k} \frac{1}{x_j} = 1, \ 0 < x_1 < \cdots < x_k \right\}.
\]

Erdős and Graham (see [3] and [4]) asked the following questions:

1. Is it true that
\[
\max\{x_1 : \{x_1, \ldots, x_k\} \in X_k\} \sim \frac{k}{e - 1}?
\]

Trivially, we have that it is less than or equal to \((1 + o(1))k/(e - 1)\), so all one needs to show is an lower bound of size \((1 + o(1))k/(e - 1)\).

2. Is it true that
\[
\min\{x_k - x_1 : \{x_1, \ldots, x_k\} \in X_k\} \sim k?
\]

(Note: These two questions were misstated in [3].)

In this paper we will prove the following theorem, which solves these questions of Erdős and Graham for infinitely many \( k \).
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Main Theorem. Suppose that $r > 0$ is any given rational number. Then, for all $N > 1$, there exist integers $x_1, \ldots, x_k$, with

$$N < x_1 < x_2 < \cdots < x_k \leq \left( e^r + O_r \left( \frac{\log \log N}{\log N} \right) \right) N$$

such that

$$r = \frac{1}{x_1} + \frac{1}{x_2} + \cdots + \frac{1}{x_k}.$$ 

Moreover, the error term $O_r(\log \log N / \log N)$ is best possible.

We will now discuss the idea of the proof of the Main Theorem. Let $c > 1$ be the smallest real number where

$$r \leq \sum_{N < n < cN} \frac{1}{n} \leq r + \frac{1}{cN}.$$ 

Using the fact that $\sum_{1 \leq n \leq t} 1/n = \log t + \gamma + O(1/t)$ one can show that $c = e^r + O_r(1/N)$. Now suppose

$$\frac{u}{v} = \sum_{N < n < cN} \frac{1}{n}, \text{ where } \gcd(u, v) = 1. \quad (1.1)$$

If we had that $u/v = r$, then we would have proved our theorem for this instance of $r$ and $N$, because $c = e^r + O_r(1/N)$ is well within the error of $O_r(\log \log N / \log N)$ claimed by our theorem. Unfortunately, for large $N$ it will not be the case that $u/v = r$.

To prove the theorem, we first will use a proposition which says that we can remove terms from the sum in (1.1), call them $1/d_1, 1/d_2, \ldots, 1/d_l$, so that if

$$\frac{u'}{v'} = \frac{u}{v} - \left( \frac{1}{d_1} + \frac{1}{d_2} + \cdots + \frac{1}{d_l} \right) = \sum_{N < n < cN, n \neq d_1, d_2, \ldots, d_l} \frac{1}{n}, \text{ where } \gcd(u', v') = 1,$$

then all the prime power factors of $v'$ are $\leq N^{1/5}$; moreover, we will have

$$\frac{\log \log N}{\log N} \ll_r \frac{1}{d_1} + \frac{1}{d_2} + \cdots + \frac{1}{d_l} \ll_r \frac{\log \log N}{\log N}.$$ 

We will then couple this with another proposition which says that if $s$ is some rational number whose denominator has all its prime power factors $\leq M^{1/4 - \epsilon}$, where $0 < \epsilon < 1/8$, and if $s \gg \log \log M / \log M$, then there
are integers $M < n_1 < n_2 < \cdots < n_k < e^{(v(\epsilon)+o(1))s}M$, where $v(\epsilon)$ is some constant depending on $\epsilon$, such that

$$s = \frac{1}{n_1} + \frac{1}{n_2} + \cdots + \frac{1}{n_k}.$$  

The way we use this second proposition is we let $M = eN$ and set

$$s = r - \frac{u'}{u'},$$  

so that

$$\frac{\log \log M}{\log M} \ll_r s \ll_r \frac{\log \log M}{\log M}.$$  

Now, all the prime power factors of the denominator of $s$ will be $\leq N^{1/5}$ (when $N$ is sufficiently large). Thus, the hypotheses of this second proposition are met with $\epsilon = 1/20$, and so there exist $n_1, \ldots, n_k$ such that

$$r = s + \frac{u'}{u'} = \sum_{n \leq N \leq eN} \frac{1}{n} + \sum_{i=1}^{k} \frac{1}{n_i}.$$  

All the denominators of these unit fractions will be no larger than

$$e^{(v(20)+o(1))s}M = e^{(v(20)+o(1))s+rN} = e^r + O_r\left(\frac{\log \log N}{\log N}\right)N,$$  

and will all be greater than $N$.

The way we will prove that the error term $O_r(\log \log N/\log N)$ is best possible is by showing that if

$$r = \frac{1}{x_1} + \cdots + \frac{1}{x_k}, \quad 2 \leq x_1 < \cdots < x_k$$ are integers,

then none of the $x_i$'s can be divisible by a prime $p > x_k/\log x_k$ (this idea appears in [2], [3], and [6]). It will turn out that this forces

$$\frac{x_k}{x_1} > e^r \left(1 + \frac{(r + o(1))\log \log x_k}{\log x_k}\right),$$  

thus finishing the proof of the Main Theorem.
II. Smooth Numbers

In order to even state, let alone prove, the propositions and lemmas needed to prove the Main Theorem, we will need to introduce some notation and definitions concerning smooth numbers. We say that a number \( n \) is \( y \)-smooth if all of its prime factors are less than or equal to \( y \), and we define the usual smooth number counting function as follows.

\[
\psi(N, y) := \# \{ n \leq N : n \text{ is } y\text{-smooth} \}
\]

\[
= \# \{ n \leq N : p|n, p \text{ prime } \Rightarrow p \leq y \}.
\]

Define

\[
S(N, y) := \{ n \leq N : p^a|n, p \text{ prime } \Rightarrow p^a \leq y \},
\]

and let

\[
\psi'(N, y) = |S(N, y)|,
\]

the number of elements in \( S(N, y) \).

In later sections we will need various estimates concerning the \( \psi'(N, y) \) and \( \psi(N, y) \) functions, and we will use the following lemma to obtain them.

**Lemma 1 (N.G. de Bruijn).** For any fixed \( \epsilon < 3/5 \), uniformly in the range

\[
y \geq 2, \quad 1 \leq u \leq \exp\{ (\log y)^{3/5-\epsilon} \},
\]

we have

\[
\psi(N, y) = N \rho(u) \left\{ 1 + O \left( \frac{\log(u + 1)}{\log y} \right) \right\},
\]

where \( u = \log N/\log y \) and \( \rho(u) \) is the unique continuous solution to the differential-difference equation

\[
\left\{ \begin{array}{l}
\rho(u) = 1, \text{ if } 0 \leq u \leq 1 \\
u \rho'(u) = -\rho(u - 1) \text{ if } u > 1.
\end{array} \right.
\]

(For a proof of this lemma, see [1].) We can deduce the same estimate for the function \( \psi'(N, y) \) by using the following lemma.

**Lemma 2.**

\[
\sum_{\substack{mp^a \leq L \\
p^a \geq y, \quad a \geq 2}} \frac{1}{mp^a} = O \left( \frac{\log L}{\sqrt{y}} \right).
\]
Proof.

\[
\sum_{\substack{mp^a \leq L \\
p \text{ prime}}} \frac{1}{m p^a} < \sum_{n \geq \sqrt{y}} \sum_{j=2}^{\infty} \sum_{m \leq L} \frac{1}{n^j m} \ll \log L \sum_{n \geq \sqrt{y}} \frac{1}{n^2} \ll \frac{\log L}{\sqrt{y}}.
\]

From these last two lemmas we deduce that

\[
\psi'(N, y) = \psi(N, y) - O \left( N \sum_{\substack{mp^a \leq N \\
p \text{ prime}}} \frac{1}{m p^a} \right) = \psi(N, y) - O \left( \frac{N \log N}{\sqrt{y}} \right).
\]

(2.1)

Combining this with the previous two lemmas, we have the following final result of this section.

**Lemma 3.** If \( c, u \ll 1 \) and \( N \gg c, u 1 \), then

\[
\sum_{\substack{N < n < cN \\
n \in S(N, N^{1/u})}} \frac{1}{n} = \rho(u) \log c + O_u \left( \frac{1}{\log N} \right).
\]

Proof. From Lemma 1, Lemma 2, and (2.1) we have the following chain of equalities.

\[
\sum_{\substack{N < n < cN \\
n \in S(N, N^{1/u})}} \frac{1}{n} = \left\{ \sum_{\substack{N < n < cN \\
n \ 1/n\ \text{is smooth}}} \frac{1}{n} \right\} - O \left( \frac{\psi(N, N^{1/u}) - \psi'(N, N^{1/u})}{N} \right)
\]

\[
= \sum_{\substack{N < n < cN \\
n \ 1/n\ \text{is smooth}}} \frac{1}{n} - O \left( \sum_{\substack{N^{1/u} < p < (cN)^{1/u} \\text{prime}}} \frac{1}{N/p} \sum_{N/p < m < cN/p} \frac{1}{mp} \right)
\]

\[
= \frac{\log(cN)}{N^{1/(2u)}}
\]

\[
= \rho(u) \log c + O \left( \frac{1}{\log N} + \frac{\pi((cN)^{1/u})}{N^{1/u}} + \frac{\log(cN)}{N^{1/(2u)}} \right)
\]

\[
= \rho(u) \log c + O_u \left( \frac{1}{\log N} \right).
\]

III. Proof of the Main Theorem

To prove the Main Theorem we will require the following two propositions, which are the same as those mentioned in the introduction.
Proposition 1. Let $c > 1$. Then, for all $N$ sufficiently large, there exist integers $d_1, \ldots, d_l$ with $N < d_1 < d_2 < \cdots < d_l < cN$, such that

$$\frac{f}{g} = \sum_{N < n \leq cN} \frac{1}{n},$$  \hspace{1cm} (3.1)$$

then all the prime power factors of $g$ are $\leq N^{1/5}$, and

$$\frac{\log \log N}{\log N} \ll c \frac{1}{d_1} + \frac{1}{d_2} + \cdots + \frac{1}{d_l} \ll c \frac{\log \log N}{\log N}. \hspace{1cm} (3.2)$$

Proposition 2. Suppose $0 < \varepsilon < 1/8$ and $A$ and $B$ are positive integers, where $\gcd(A, B) = 1$, all the prime power divisors of $B$ are $\leq M^{1/4 - \varepsilon}$, and $\log \log M / \log M \ll A/B \leq 1$. Select $c(M) > 0$ so that

$$\frac{2A}{B} \leq \sum_{M < n \leq c(M) M} \frac{1}{n} < 2 \frac{A}{B} + \frac{1}{c(M) M}. \hspace{1cm} (3.3)$$

Then, for all $M$ sufficiently large, there exist integers $n_1, \ldots, n_k$ with $M \leq n_1 < n_2 < \cdots < n_k \leq c(M)M$, each $n_i \in S(c(M) M, M^{1/4 - \varepsilon})$, and

$$\frac{A}{B} = \frac{1}{n_1} + \frac{1}{n_2} + \cdots + \frac{1}{n_k}.$$ 

Remark: From Lemma 3 we deduce that $c(M) < e^{v(\varepsilon)A/B}$, where $v(\varepsilon)$ is some function depending only on $\varepsilon$. By using a “short interval” version of Lemma 1, one can prove a stronger version of Lemma 2, and possibly a stronger version of Proposition 2, which would work for all $A/B$ with $1 / \log^{1+\varepsilon} N \ll A/B < 1$, for any $\varepsilon > 0$.

Using these propositions we will now prove the Main Theorem. Let $M$ be the least integer where

$$r \leq \sum_{N < n \leq M} \frac{1}{n} \leq r + \frac{1}{M}. \hspace{1cm} (3.3)$$

Using the fact that $\sum_{1 \leq n \leq x} 1/n = \log x + \gamma + O(1/x)$, it is easy to see that $M/N = e^{r+O(1/N)}$.

Now, from Proposition 1, we have that for $N$ sufficiently large, there exist integers $d_1, \ldots, d_l$ with

$$N < d_1 < d_2 < \cdots < d_l < cN \cdot e^{r+O(1/N)} N.$$
such that if
\[
\frac{u}{v} = \sum_{\substack{N < n \leq M \\ n \not\equiv d_1, \ldots, d_t}} \frac{1}{n}, \quad \gcd(u, v) = 1,
\]
then all the prime power factors of \( v \) are \( \leq N^{1/5} \). Also, from (3.2) and (3.3) we have that if we let \( A/B = r - u/v \), where \( \gcd(A, B) = 1 \), then
\[
\frac{\log \log N}{\log N} \ll \frac{A}{B} \ll \frac{\log \log N}{\log N}.
\]
We observe that once \( N \) is large enough, all the prime power factors of \( B \) will be \( \leq N^{1/5} \). We conclude from Proposition 2 with \( \epsilon = 1/20 \) that there exist integers \( n_1, \ldots, n_k \) with
\[
M \leq n_1 < \cdots < n_k < e^{v(1/20)A/B}M,
\]
where \( v(1/20) \) is some constant, and such that
\[
\frac{A}{B} = \frac{1}{n_1} + \cdots + \frac{1}{n_k},
\]
Thus, we have the following representation for \( r \):
\[
r = \frac{u}{v} + \frac{A}{B} = \left( \sum_{\substack{N < n \leq M \\ n \not\equiv d_1, \ldots, d_t}} \frac{1}{n} \right) + \frac{1}{n_1} + \frac{1}{n_2} + \cdots + \frac{1}{n_k},
\]
where
\[
n_k < e^{v(1/20)A/B}M = \left\{ 1 + O\left( \frac{\log \log M}{\log M} \right) \right\} M
\]
\[
= \left\{ e^{r} + O_{r}\left( \frac{\log \log N}{\log N} \right) \right\} N.
\]

This proves the first part of the Main Theorem.

To see that the \( O_r(\log \log N/\log N) \) error term is best possible, suppose that
\[
r = \frac{U}{V} = \frac{1}{x_1} + \cdots + \frac{1}{x_k}, \quad \text{where } \gcd(U, V) = 1.
\]
Let \( Z = \max\{x_i : i = 1, \ldots, k\} \). We claim that the largest prime \( p \) dividing the \( x_i \)'s satisfies \( p < Z(1 + o_r(1))/\log Z \). To see this, fix a prime \( p \) and suppose
are all the \( x_i \)'s divisible by \( p \). We have two cases to consider: case 1 is if \( p \mid V \), and case 2 is when \( p \nmid V \).

If we are in case 1, where \( p \mid V \), then certainly \( p \leq V \), and so \( p < Z(1 + o(1))/\log Z \), for \( k \) sufficiently large (or \( N \) sufficiently large). If we are in case 2, where \( p \nmid V \), then we must have that \( p \nmid Y \) either, where \( Y \) is given by

\[
\frac{W}{Y} = \frac{1}{x_1} + \cdots + \frac{1}{x_l} = \frac{1}{p} \left( \frac{1}{m_1} + \cdots + \frac{1}{m_l} \right), \quad \gcd(W, Y) = 1.
\]

Thus, \( p \) divides

\[
\operatorname{lcm}\{m_1, \ldots, m_l\} \left\{ \frac{1}{m_1} + \cdots + \frac{1}{m_l} \right\}
\leq \operatorname{lcm}\{2, 3, \ldots, m_l\} \left\{ 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{m_l} \right\}
= e^{m_l(1+o(1))},
\]

and so \( p < e^{m_l(1+o(1))} \). From this we deduce that

\[
Z \geq p m_l > p \log p (1 + o(1));
\]

or in other words,

\[
p < \frac{Z}{\log Z} (1 + o(1)).
\]

Making use of this bound on \( p \) we have that

\[
r = \sum_{j=1}^{k} \frac{1}{x_j} \leq \sum_{\substack{N \leq n < cN \\text{p \mid n} \Rightarrow p \leq cN(1 + o(1))/\log(cN) \\text{p \mid n}}} \frac{1}{n}
= \left( \sum_{N \leq n < cN} \frac{1}{n} \right) - \left( \sum_{\substack{N \leq m p < cN \\text{p \mid n} \Rightarrow p \leq cN(1 + o(1))/\log(cN) \\text{p \mid m}}} \frac{1}{mp} \right) \quad (3.4)
\]

The first of this last pair of sums can be estimated using the well-known estimate \( \sum_{x \leq n \leq y} 1/n = \log x/y + O(1/x) \), which gives

\[
\sum_{N \leq n < cN} \frac{1}{n} = \log c + O \left( \frac{1}{N} \right). \quad (3.5)
\]

To estimate the second of the last pair of sums in (3.4), we will need the following lemma, which is proved at the end of this section.
Lemma 4. For \( c > 1 \) and \( \alpha > 0 \) we have
\[
\sum_{\substack{N < mp < cN \\
p^a > N/\log^\alpha N, p \text{ prime}}} \frac{1}{mp^a} = \sum_{\substack{N < mp < cN \\
p > N/\log^\alpha N, p \text{ prime}}} \frac{1}{mp} + O_c(1)
\]
\[
= \alpha (\log c)(\log \log N) + O_c \left( \frac{1}{\log N} \right).
\]
Combining this lemma with (3.4) and (3.5), we have
\[
r \leq \log c - (\log c + o(1)) \frac{\log \log N}{\log N}.
\]
Solving for \( c \) we find that
\[
c \geq e^r \left( 1 + \frac{(r + o(1)) \log \log N}{\log N} \right).
\]
We will now prove Lemma 4.

Proof. Using the fact that \( \sum_{1 \leq j \leq n} 1/j = \log n + \gamma + O(1/n) \), together with the estimate
\[
\sum_{p^a \leq n \atop p \text{ prime}} \frac{1}{p^a} = \log \log n + \kappa + o(1/\log n),
\]
where \( \kappa \) is some constant, we have the following chain of inequalities:
\[
\sum_{\substack{N < mp^a < cN \\
p^a > N/\log^\alpha N, p \text{ prime}}} \frac{1}{mp^a} = \sum_{\substack{N/\log^\alpha N < p^a \leq cN \atop p \text{ prime}}} \frac{1}{p^a} \sum_{\substack{N/\log^\alpha N < m \leq cN/\log^\alpha N \atop p \text{ prime}}} \frac{1}{m}
\]
\[
= \sum_{\substack{N/\log^\alpha N < p^a \leq cN \atop p \text{ prime}}} \frac{1}{p^a} \left\{ \log \left( \frac{cN}{p^a} \right) - \log \left( \frac{N}{p^a} \right) + O \left( \frac{p^a}{N} \right) \right\}
\]
\[
= \sum_{\substack{N/\log^\alpha N < p^a \leq cN \atop p \text{ prime}}} \frac{1}{p^a} \left\{ \log c + O \left( \frac{p^a}{N} \right) \right\}
\]
\[
= \log c \sum_{\substack{N/\log^\alpha N < p^a \leq cN \atop p \text{ prime}}} \frac{1}{p^a} + O \left( \frac{\pi(cN)}{N} \right)
\]
\[
= \log c \left\{ \log \log cN - \log \log \left( \frac{N}{\log^\alpha N} \right) + o \left( \frac{1}{\log N} \right) \right\} + O_c \left( \frac{1}{\log N} \right)
\]
\[
= \alpha (\log c)(\log \log N) \frac{1}{\log N} + O_c \left( \frac{1}{\log N} \right),
\]
as claimed. The proof for the sum over primes \( p \), instead of prime powers \( p^a \), is exactly the same.
IV. Proof of Proposition 1

Let $p_1 < p_2 < \cdots < p_h$ be all the primes in $[N^{1/5}, N/\log^{10} N]$. Define

$$S := (N, cN) \cap \mathbb{Z},$$

$$S_{h+1} := S \setminus \left( \{mp : p \text{ prime}, p > N/\log^{10} N \} \right.$$ 

$$\left. \cup \{mp^a : p \text{ prime}, a \geq 2, p^a \geq N^{1/5} \} \right),$$

and let

$$\frac{u_{h+1}}{v_{h+1}} = \sum_{n \in S_{h+1}} \frac{1}{n}, \text{where } \gcd(u_{h+1}, v_{h+1}) = 1.$$ 

Notice that $v_{h+1}$ has no prime divisor $\geq N/\log^{10} N$; moreover, $v_{h+1}$ has no prime power factors $\geq N/\log^{10} N$, for $N$ sufficiently large, since the only prime power divisors of elements of $S$ that are $\geq N^{1/5}$ are primes.

We also have that

$$\sum_{n \in S \setminus S_{h+1}} \frac{1}{n} = \sum_{N \leq mp \leq cN} \frac{1}{mp} + O \left( \sum_{m \leq cN} \sum_{p \geq N^{1/5}/\log^{10} N} \frac{1}{mp^a} \right).$$ \hspace{1cm} (4.1)

The first of these last two sums can be estimated using Lemma 4, which gives

$$\sum_{N \leq mp \leq cN} \frac{1}{mp^a} = \frac{(10 \log c + o(1)) \log \log N}{\log N},$$

and the second of the last two sums can be estimated using Lemma 2, which gives

$$\sum_{m \leq cN} \sum_{p \geq N^{1/5}, a \geq 2 \atop p \text{ prime}} \frac{1}{mp^a} = O \left( \frac{\log(cN)}{N^{1/10}} \right).$$

Combining the last two displayed equations with (4.1), we deduce that

$$\sum_{n \in S \setminus S_{h+1}} \frac{1}{n} = \frac{(10 \log c + o(1)) \log \log N}{\log N}.$$

Starting with the prime $p_h$ we will successively construct subsets of $S_{h+1},$

$$S \supset S_{h+1} \supset S_{h+2} \supset \cdots \supset S_{h+1}.$$
where if

\[ \frac{u_i}{v_i} = \sum_{n \in S_i} \frac{1}{n}, \]

gcd\((u_i, v_i) = 1\), then all the prime factors of \(v_i\) are smaller than \(p_i\), for all \(i = 1, 2, ..., h\); moreover, we will construct these sets in such a way that

\[ \sum_{n \in S_i+1 \setminus S_i} \frac{1}{n} \ll \frac{1}{p_i \log N}, \text{ for } i = 1, 2, ..., h. \]

If we can accomplish this, then if we let \(\{d_1, ..., d_l\} = S \setminus S_1\), we will have

\[ \frac{1}{d_1} + \frac{1}{d_2} + \cdots + \frac{1}{d_l} = \sum_{n \in S \setminus S_{h+1}} \frac{1}{n} + \sum_{j=2}^{h+1} \sum_{n \in S_{j-1}} \frac{1}{n} \]

\[ = \sum_{n \in S \setminus S_{h+1}} \frac{1}{n} + O \left( \sum_{j=1}^{h} \frac{1}{p_j \log N} \right) \]

\[ \ll \log \log N \frac{\log N}{\log N}, \]

and

\[ \frac{1}{d_1} + \frac{1}{d_2} + \cdots + \frac{1}{d_l} \geq \sum_{n \in S \setminus S_{h+1}} \frac{1}{n} = \frac{(10 \log c + o(1)) \log \log N}{\log N}. \]

Thus, (3.2) will be satisfied. We will also have that

\[ \sum_{n \in S \setminus \{d_1, ..., d_l\}} \frac{1}{n} = \frac{u_1}{v_1}, \]

where all of the prime factors of \(v_1\) are smaller than \(N^{1/5}\); moreover, all the prime power factors of \(v_1\) will be smaller than \(N^{1/5}\), since the only prime powers \(\geq N^{1/5}\) that can divide elements of \(S\) are primes. Thus, (3.1) will be satisfied, and so if we can construct these sets \(S_i\), Proposition 1 will be proved.

Suppose, for proof by induction, we have constructed the sets \(S_j\) where \(2 \leq i \leq j \leq h + 1\). Then, all the prime factors of \(v_i\) are \(\leq p_{i-1}\). If \(p_{i-1} \nmid v_i\), we just let \(S_{i-1} := S_i\), and then all the prime factors of \(v_{i-1}\) are smaller than \(p_{i-1}\).

If \(p_{i-1} \mid v_i\), then \(p_{i-1} \mid \mid v_i\), since the only prime power factors of elements of \(S\) that are \(\geq N^{1/5}\) are primes. We will use Proposition 2 to construct...
S_i as follows: Using Bertrand’s Postulate, let q be the smallest prime in \([\log N, 2\log N]\), and set \(M = N/(qp_{i-1}) > (\log^9 N)/2\). Let

\[B = \text{lcm}\{n \leq M^{1/5}\} > \text{lcm}\{n \leq (\log N)^{9/5}/2^{1/5}\} > 2c_{p_{i-1}}M\]

(which will be true for \(M\) sufficiently large), and let \(A\) be the largest integer \(\leq c'B/2\) where

\[c' = \sum_{\substack{M < n \leq c'M \leq M^{1/5} \in S(cM, M^{1/5})}} \frac{1}{n} = \rho(5) \log c + O\left(\frac{1}{\log M}\right)\]

(which follows from Lemma 3) and

\[A \equiv qBu_i(v_i/p_{i-1})^{-1} \pmod{p_{i-1}}.\]

(note: \(p_{i-1} | v_i\)) Since \(B > 2c_{p_{i-1}}M\), and since \(A \in [c'B/2 - p_{i-1}, c'B/2]\), we have that

\[2 \frac{A}{B} \leq c' < 2 \frac{A}{B} + \frac{2p_{i-1}}{B} < 2 \frac{A}{B} + \frac{1}{cM},\]

for \(N\) is sufficiently large. From Proposition 2, there exists \(n_1, \ldots, n_k\), with \(M < n_1 < n_2 < \cdots < n_k < cM\) where each \(n_i \in S(cM, M^{1/5})\) and

\[\frac{1}{n_1} + \frac{1}{n_2} + \cdots + \frac{1}{n_k} = \frac{A}{B}.\]

Now, we claim that we can let

\[S_{i-1} = S_i \setminus T_i,\]

where

\[T_i = \{qp_{i-1}n_j, 1 \leq j \leq k\}.\]

Notice that the elements of \(T_i\) all lie in \([N, cN]\), and have largest prime divisor equal to \(p_{i-1}\), which is their only prime power divisor \(\geq N^{1/5}\).

Thus, \(T_i \subseteq S_{h+1}\). Also, \(T_i \cap T_j = \emptyset\), if \(i \neq j\), since the largest prime divisors of elements of \(T_i\) and \(T_j\) are \(p_{i-1}\) and \(p_{j-1}\), respectively. Thus,

\[T_i \cap S_i = T_i \cap (S_{h+1} \setminus (T_{h+1} \cup \cdots \cup T_{i+1})) = T_i \cap S_{h+1} = T_i,\]

which implies \(T_i \subseteq S_i\) (in fact, \(T_i \subseteq S_i\)).
If we let $S_{i-1}$ be defined in this way, then, since $p_{i-1}|v_i$, we have

$$\frac{u_{i-1}}{v_{i-1}} = \frac{u_i}{v_i} - \frac{A}{q p_{i-1} B} = \frac{q B u_i - A v_i / p_{i-1}}{v_i q B}.$$ 

Thus,

$$v_i q B u_{i-1} = v_{i-1} \left( q B u_i - A v_i / p_{i-1} \right),$$

Since $q B u_i - A v_i / p_{i-1} \equiv 0 \equiv v_i \pmod{p_{i-1}}$, and since gcd($u_{i-1}, v_{i-1}$) = 1, we must have that $v_{i-1}|v_i q B / p_{i-1}$. Now $v_i/p_{i-1}$ is not divisible by $p_{i-1}$, since, as we mentioned earlier, $p_{i-1}|v_i$, and so $v_i/p_{i-1}$ has all its prime power divisors $< p_{i-1}$; also, $q B$ is not divisible by $p_{i-1}$, since $B = \text{lcm}\{2, 3, \ldots, M^{1/5}\}$, and $M^{1/5}$ is less than $N^{1/5} < p_{i-1}$, and since $q < M$. So, all the the prime divisors of $v_{i-1}$ are $< p_{i-1}$. We also have that

$$\sum_{n \in S_i \setminus S_{i-1}} \frac{1}{n} < \sum_{M \leq n < c M} \frac{1}{n} \leq \frac{\log c}{p_{i-1} q} \leq \frac{1}{p_{i-1} \log N},$$

and so $S_{i-1}$ satisfies all the requisite properties. We conclude that all the sets $S_j$, $j = 1, \ldots, h + 1$, can be constructed, and so Proposition 1 follows.

V. Proof of Proposition 2

Let

$$P := \text{lcm}(1, 2, 3, \ldots, [M^{1/4-\epsilon}]) = e^{M^{1/4-\epsilon}(1+o(1))},$$

where this last equality follows from the Prime Number Theorem. Let $M \leq y_1 < y_2 < \cdots < y_t \leq c(M) M$ be all the divisors of $P$ lying in $[M, c(M) M]$; that is, all the integers in $S(c(M) M, M^{1/4-\epsilon})$ in the interval $[M, c(M) M]$. If $Y|P$, we have the following identity.

$$\frac{1}{P} \sum_{h = -P/2}^{P/2-1} e \left( \frac{X h}{Y} \right) = \begin{cases} 
1, & \text{if } Y|X \\
0, & \text{if } Y \nmid X,
\end{cases}$$

where $e(u) = e^{2\pi i u}$. Thus, if $B|P$, one can deduce that

$$\# \left\{ \{n_1, \ldots, n_k\} \subseteq \{y_1, \ldots, y_t\}, k \text{ variable} : 1/n_1 + \cdots + 1/n_k = A/B \right\} \geq \frac{1}{P} \sum_{h = -P/2}^{P/2-1} e \left( -A h \right) \prod_{i=1}^t \left\{ 1 + e \left( \frac{h}{y_i} \right) \right\} - 2.$$
(The reason for subtracting 2 in the above equation is that when $A/B = 1$, the exponential sum also counts the extraneous representations $1/n_1 + \cdots + 1/n_k = 0$ and 2.)

Let

$$F(h) := \prod_{j=1}^{t} \left\{ 1 + e\left( \frac{h}{y_j} \right) \right\} = e\left( \frac{h}{2} \left\{ \frac{1}{y_1} + \cdots + \frac{1}{y_t} \right\} \right) \left( 2^t \prod_{j=1}^{t} \cos(\pi h/y_j) \right).$$

(5.1)

Upon substituting this into our equation above this gives

$$\# \{n_1, \ldots, n_k \subseteq \{y_1, \ldots, y_t\}, k \text{ variable} : 1/n_1 + \cdots + 1/n_k = A/B\} \geq \frac{1}{P} \left( \sum_{h=-P/2}^{P/2-1} e(-Ah/B)F(h) \right) - 2.$$  

(5.2)

We will now try to find a lower bound for (5.2). To do this we will show that

$$|F(h)| < \frac{2^t}{2P}, \text{ for } M/2 < |h| \leq P/2,$$  

(5.3)

and that

$$\sum_{1 \leq k \leq M/2} e(-Ah/B)F(h) + e(Ah/B)F(-h) > 0,$$  

(5.4)

from which we deduce

$$\sum_{0 \leq |h| \leq M/2} e(-Ah/B)F(h) > 2^t.$$  

From this, (5.2), and (5.3), it then follows that

$$\# \{n_1, \ldots, n_k \subseteq \{y_1, \ldots, y_t\}, k \text{ variable} : 1/n_1 + \cdots + 1/n_k = A/B\} > \frac{2^{t-1}}{P} - 2 = 2^{t-O(M^{1/4})},$$

which is exponential in $t$ since

$$t \gg \frac{M^{A}}{\log M} \gg \frac{M \log \log M}{\log \log \log M}.$$
To establish (5.4), we first observe from (5.1) that

$$\text{Arg}\{e(-Ah/B)F(h)\} = \frac{-2\pi Ah}{B} + \pi h \left\{ \frac{1}{y_1} + \cdots + \frac{1}{y_t} \right\}$$

$$+ \text{Arg}\left\{ \prod_{j=1}^{t} \cos(\pi h/y_j) \right\}. \tag{5.5}$$

Using the fact that

$$\frac{1}{y_1} + \cdots + \frac{1}{y_t} = 2 \frac{A}{B} + \delta,$$

where

$$0 \leq \delta \leq \frac{1}{c(M)M},$$

together with the fact that each $y_j$ is $\geq M$, we have

$$\left| \frac{-2\pi Ah}{B} + \pi h \left\{ \frac{1}{y_1} + \cdots + \frac{1}{y_t} \right\} \right| = \pi \delta |h| < \frac{\pi |h|}{M} \leq \frac{\pi}{2}, \tag{5.6}$$

whenever

$$|h| \leq \frac{M}{2}.$$

Also for such $h$, we observe that

$$\cos(\pi h/y_j) \geq \cos(\pi/2) = 0, \text{ for } j = 1, 2, \ldots, t,$$

since $y_j \geq M$ for all $j$. Hence,

$$\text{Arg}\left\{ \prod_{j=1}^{t} \cos(\pi h/y_j) \right\} = 0.$$

Using this, together with (5.5) and (5.6), we find that

$$|\text{Arg}\{e(-Ah/B)F(h)\}| < \frac{\pi}{2}, \text{ whenever } |h| < \frac{M}{2}.$$

Thus, for such $h$ we have

$$e(-Ah/B)F(h) + e(Ah/B)F(-h) > 0,$$

and so (5.4) follows.

In order to establish (5.3), we will need the following lemma, which will be proved in the next section of the paper.
Lemma 5. Suppose $0 < \epsilon < 1/8$. Let $y_1 < y_2 < \cdots < y_t$ be all the integers in $[M, (1 + 1/\log M)M]$ where each $y_i \in S((1 + 1/\log M)M, M^{1/4-\epsilon})$. Then for $M$ sufficiently large and $h$ real, either

1. There are $\gg M^{3/4}$ $y_i$'s which do not divide any integer in $I := (h - M^{3/4}, h + M^{3/4})$, or

2. There is an integer in this interval which is divisible by $P := \text{lcm} \{p^a \leq M^{1/4-\epsilon} : p \text{ prime}\}$.

From this lemma, it follows that if

$$\frac{M}{2} \leq |h| \leq P/2,$$

and if

$$Z(c_1) = \# \left\{ y_j, j = 1, \ldots, t : \|y_jh/j\| > \frac{c_1}{M^{1/4}} \right\},$$

where $\|u\|$ denote the distance to the nearest integer from $u$, then for some constants $c_1, c_2 > 0$ we will have for all $M$ sufficiently large,

$$Z(c_1) > c_2 M^{3/4}.$$ 

For these integers $y_j$ counted by $Z(c_1)$, we will have that

$$|\cos(\pi h/y_j)| = |\cos(\|\pi h/y_j\|)|$$

$$< \left| \cos \left( \pi c_1/M^{1/4} \right) \right|$$

$$= 1 - \frac{1}{2} \frac{\pi^2 c_1^2}{M^{1/2}} + O \left( \frac{1}{M} \right).$$

From this and (5.1) it follows that for such $h$

$$|F(h)| < 2^t \left( 1 - \frac{1}{2} \frac{\pi^2 c_1^2}{M^{1/2}} + O \left( \frac{1}{M} \right) \right)^{Z(c_1)}$$

$$\ll 2^t e^{-\pi^2 c_2 c_1^2 M^{1/4}/2} = o \left( \frac{2^t}{T} \right).$$

This establishes (5.3) and thus proves the proposition.

VI. Proof of Lemma 5

For each integer $n$ satisfying

$$M^{3/4} \log^3 M < n < 2M^{3/4} \log^3 M, \text{ and } n \in S(2M^{3/4} \log^3 M, M^{1/4-\epsilon}),$$

(6.1)
define
\[ M(n) := \{ y_j : y_j = nq, \text{ where } \omega(q) \leq 3. \} \]

We claim that \( \text{lcm } M(n) = P \) for all such \( n \). We will show below that the truth of this claim implies that either:

A. There is an \( n \) satisfying (6.1) such that every integer of \( M(n) \) divides a single integer in \( I \), which together with the assumption \( \text{lcm } M(n) = P \), gives us case 2 in the claim of our lemma, or

B. For each \( n \) satisfying (6.1), there is an integer \( y_{a(n)} \in M(n) \) which does not divide any integer in \( (h - M^{3/4}, h + M^{3/4}) \).

We will assume that case B is true and show that it implies case 1 in the claim of our lemma (and thus if we can show that \( \text{lcm } M(n) = P \) and that either A or B is true, we may conclude that either case 1 or case 2 in our lemma is true):

The first thing to notice is that from (2.1) we know there are at least \( c, M^{3/4} \log^3 M \) integers \( n \) satisfying (6.1). If all of the \( y_{a(n)} \)'s as indicated in case B were distinct, then we would have that there are at least \( c, M^{3/4} \log^3 M \) \( y_j \)'s not dividing any integer in \( (h - M^{3/4}, h + M^{3/4}) \), which is the first possibility claimed by our lemma; however, it is not necessarily the case that the \( y_{a(n)} \)'s are distinct. To overcome this difficulty, we will now show that no \( y_i \) can lie in too many of the sets \( M(n) \): Let
\[ D(M) := \max_{y_i} \# \left\{ n : n \text{ satisfies (6.1) and } y_i \in M(n) \right\} \]
\[ \leq \max_{y_i} \# \left\{ q : q | y_i, \omega(q) \leq 3 \right\} \]
\[ = o \left( \log^3 M \right). \]

From this we have that
\[ \# \left\{ y_{a(n)} : n \text{ satisfies (6.1)} \right\} \]
\[ \geq \frac{\psi(2M^{3/4} \log^3 M, M^{1/4-\epsilon}) - \psi(M^{3/4} \log^3 M, M^{1/4-\epsilon})}{D(M)} \gg M^{3/4}. \]

Thus, there are \( \gg M^{3/4} \) \( y_j \)'s which do not divide any integer in \( (h - M^{3/4}, h + M^{3/4}) \), which covers case 1 claimed by our lemma.
We now will show that if \( \text{lcm} \, M(n) = P \) for all \( n \) satisfying (6.1), then either case A or case B above must be true. So, let us assume then that \( \text{lcm} \, M(n) = P \) for all \( n \) satisfying (6.1). If case B is true, then we are done. So, let us assume that case B is false. Then, we must have that there is an \( n \) satisfying (6.1) such that each member of \( M(n) \) divides an integer in \( I \). Since each such member is divisible by \( n \geq M^{3/4} \log^3 M \), which is greater than the length of \( I \), we must have that all such members divide the same integer in \( I \). Thus, case A is true.

To finish the proof of our lemma, we now show that \( \text{lcm} \, M(n) = P \) for all \( n \) satisfying (6.1). Fix an \( n \) satisfying (6.1) and let \( p^a \leq M^{1/4-\epsilon} \) be the largest power of the prime \( p \) that is \( \leq M^{1/4-\epsilon} \). Let \( p^c \) be the exact power of \( p \) which divides \( n \). Thus, \( c \leq a \). We will show there exists an \( y_j \in M(n) \) with

\[
y_j = np^{a-c}l_1l_2, \quad \text{where } l_1 \text{ and } l_2 \text{ are primes with } \gcd(l_1l_2, n) = 1,
\]

which will imply that \( y_j \) is divisible by \( p^a \), and thus \( p^a \mid \text{lcm} \, M(n) \). Such an \( y_j \) exists if we can just find primes \( l_1, l_2 \leq M^{1/4-\epsilon} \) which satisfy

\[
\sqrt{\frac{M}{np^{a-c}}} \leq l_1 < l_2 \leq \sqrt{\left(1 + \frac{1}{\log M}\right) \frac{M}{np^{a-c}}}, \quad \gcd(l_1l_2, n) = 1. \quad (6.2)
\]

To see that it is possible to find \( l_1 \) and \( l_2 \) we first observe that the lower limit of the interval in (6.2) is

\[
\sqrt{\frac{M}{np^{a-c}}} \gg \sqrt{\frac{M}{(M^{3/4} \log^3 M) M^{1/4-\epsilon}}} = \frac{M^{\epsilon/2}}{\log^{3/2} M},
\]

and the length of the interval is the multiple \( \sqrt{1 + 1/\log M - 1} \gg 1/\log M \) of this lower limit. From the Prime Number Theorem, there are \( \gg M^{\epsilon/2}/(\epsilon \log^{7/2} M) \) primes in this interval, and so for \( M \) sufficiently large there must be two of them \( l_1 < l_2 \) which do not divide \( n < 2M^{3/4} \log^3 M \). These two primes therefore satisfy (6.2). To see that \( l_1, l_2 < M^{1/4-\epsilon} \), we observe that the upper limit of the interval in (6.2) satisfies

\[
\sqrt{\left(1 + \frac{1}{\log M}\right) \frac{M}{np^{a-c}}} < \sqrt{\frac{2M}{n}} \leq \sqrt{\frac{2M}{M^{3/4} \log^3 M}}
\]

\[
= \sqrt[3/2]{2M^{1/8}} \log^3 M < M^{1/4-\epsilon},
\]
ON UNIT FRACTIONS WITH DENOMINATORS IN SHORT INTERVALS

for $M$ sufficiently large and $0 < \varepsilon < 1/8$. Thus, we can find $l_1$ and $l_2$ as claimed, and so our lemma is proved.
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