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#### Abstract

We present an approach for proving uniqueness of ODEs in the Wasserstein space. We give an overview of basic tools needed to deal with Hamiltonian ODE in the Wasserstein space and show various continuity results for value functions. We discuss a concept of viscosity solutions of HamiltonJacobi equations in metric spaces and in some cases relate it to viscosity solutions in the sense of differentials in the Wasserstein space.


1. Introduction. We consider infinite dimensional Hamiltonian systems in the Wasserstein space which arise in the study of limits of physical systems of indistinguishable particles in motion when the number of particles tends to infinity, and the associated Hamilton-Jacobi equations. Such systems appear in many interesting cases, for instance in the theory of Mean Field Games pioneered by J-M. Lasry and P-L. Lions [57, 58, 59, 60], which has become a fast growing area during the past few years $[1,2,21,45,49,50,51,52,56]$. The study of Hamilton-Jacobi equations in the Wasserstein space $\mathcal{P}_{2}(M)$ and in more general metric spaces is an important problem of its own. Here, $M=\mathbb{R}^{D}$ or $M=\mathbb{T}^{D}$ and $\mathcal{P}_{2}(M)$ is the set of Borel measures on $M$ with finite second moments. The theory of Mean Field Games when $M=\mathbb{R}^{d}$, leads to the investigation of equation

$$
\begin{equation*}
\partial_{t} \mathcal{U}(t, x, \mu)+\frac{1}{2}\left|\nabla_{x} \mathcal{U}(t, x, \mu)\right|^{2}+\mathcal{F}(\mu)-\int_{\mathbb{R}^{d}}\left\langle\nabla_{x} \mathcal{U}(t, q, \mu), \nabla_{\mu} \mathcal{U}(t, q, \mu)\right\rangle \mu(d q)=0 \tag{1.1}
\end{equation*}
$$

which is related to the so called mean-field equations in [60]. Here, the variables are $t>0, x \in \mathbb{R}^{d}$ and $\mu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. The rigorous treatment of (1.1) is open to our knowledge. A model equation for us will be the Hamilton-Jacobi equation

$$
\begin{equation*}
\partial_{t} \mathcal{U}(t, \mu)+\mathcal{H}\left(\mu, \nabla_{\mu} \mathcal{U}(t, \mu)\right)=0 \quad \text { on } \quad(0, T) \times \mathcal{P}_{2}(M), \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{H}(\mu, \xi):=\frac{1}{2}\|\xi\|_{\mu}^{2}+\mathcal{F}(\mu), \quad(\mu, \xi) \in \mathcal{T} \mathcal{P}_{2}(M) \tag{1.3}
\end{equation*}
$$

Here, $\mathcal{T} \mathcal{P}_{2}(M)$ is the union of the sets $\{\mu\} \times L^{2}(\mu)$ where $\mu \in \mathcal{P}_{2}(M)$ and $L^{2}(\mu)$ stands for the set of Borel maps $\xi: M \rightarrow \mathbb{R}^{D}$ such that $\int_{M}|\xi|^{2} d \mu<\infty$. There is an embedding of $\mathcal{T} \mathcal{P}_{2}(M)$ into $\mathcal{P}_{2}\left(M \times \mathbb{R}^{D}\right)$ given by $(\mu, \xi) \rightarrow(\mathbf{i} d \times \xi)_{\#} \mu$ and so, $\mathcal{T} \mathcal{P}_{2}(M)$ can be viewed as a subspace of $\mathcal{P}_{2}\left(M \times \mathbb{R}^{D}\right)$. Here $\#$ is the push forward operator (cf. e.g. [7]).

[^0]Hamilton-Jacobi equations in the Wasserstein and related spaces also appear in the study of large deviations of empirical measures for stochastic particle systems, statistical mechanics, fluid mechanics, and many other areas $[11,12,13,14,15,16$, $41,32,34,35,36]$. In this article we give an overview of basic tools needed to deal with Hamiltonian ODE in the Wasserstein space, show various continuity results for value functions, and discuss viscosity solutions of Hamilton-Jacobi equations in the Wasserstein and metric spaces.

In Section 3, inspired by the work of Loeper [61, 62] and Yudovich [68], we present tools for proving uniqueness of solutions $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ of ordinary differential equations in the Wasserstein space; our study covers the case where $\sigma(t)$ may not be absolutely continuous with respect to the Lebesgue measure. Applying these tools for proving uniqueness of characteristics in Equation (1.2) remains however a challenge because of the lack of regularity of $\mu \rightarrow \nabla_{\mu} \mathcal{U}(t, \cdot)$. The result obtained in Theorem 5.2 (iv) would be, in finite dimension, equivalent to the fact that $\mathcal{U}(t, \cdot)$ is semiconvex and semiconcave and so its gradient is Lipschitz.

In Section 4, we study non-autonomous Hamiltonian equations for a one particle system and link them to systems of infinitely many particles. The idea there is that in order to study infinite dimensional ordinary differential equations of the form

$$
\partial_{t}(\sigma \mathbf{v})+\nabla \cdot(\sigma \mathbf{v} \otimes \mathbf{v})=-\sigma \nabla_{\mu} \mathcal{F}(\sigma)
$$

on $(0, T) \times \mathcal{P}_{2}(M)$, one needs to understand the one particle non-autonomous ordinary differential equations

$$
\ddot{q}=-\sigma \nabla_{\mu} \mathcal{F}(\sigma(t))(q)
$$

Making this statement rigorous requires proving some estimates which we establish in Section 5. For simplicity, in Sections $4-6$ we keep our focus on Hamiltonians of the form

$$
\begin{equation*}
\mathcal{F}(\mu)=\int_{M}(V+W * \mu) d \mu \tag{1.4}
\end{equation*}
$$

The main result of Section 5 is Theorem 5.2 (iv) which states that the value function provided by the Hopf-Lax formula is differentiable along special paths (cf. also Remark 7 (i)).

In Section 6 we consider functions more general than those appearing in (1.4) and prove that the value function provided by the Hopf-Lax formula is Lipschitz. Most of the techniques used there mimic those used in the finite dimensional setting. The new ingredient is Lemma 8.3 which says that any 2 -absolutely continuous curve in the Wasserstein space can be in some sense translated in any prescribed direction while its velocities are controlled. Moreover there is a difficulty which one encounters when trying to show that the value function is semi-concave. Given a curve $\sigma \in A C_{2}(0, T ; \mathcal{P}(M)), \nu \in \mathcal{P}_{2}(M)$ and $t \in(0, T)$, one can consider the path $\sigma^{\nu}$ which coincides with $\sigma$ on $[0, t]$ and extend it to the geodesic which connects $\sigma_{t}$ to $\nu$. In the Hilbert space setting, the analogue of the path $\sigma^{\nu}$ is used to prove that the value function given by the Hopf-Lax formula is $\lambda$-concave if $\mathcal{F}$ is $\lambda$-convex. Making that proof work in the Wasserstein setting is a harder task which we could complete only under some restrictive smoothness assumptions on the initial value function $\mathcal{U}_{0}$ (cf. Theorem 5.2). In a Hilbert space, one can translate any curve with its tangents in any given direction whereas we are lacking of ways of performing the analogue operation in the Wasserstein space. This substantially complicates the proof of the fact that the value function is differentiable along characteristics unless one imposes that the initial value function is of class $C^{3}$ in a sense to be specified.

In a Hilbert space, there is a natural Poisson structure and the study of HamiltonJacobi equations has a long history (see next paragraphs). The characteristics exist and are unique when the initial function is smooth (cf. the recent study [47]). In the Wasserstein space there are major difficulties one has to face. Indeed, one can show the existence of a Hamiltonian flow $\Psi:[0, \infty) \times \mathcal{P}_{2}\left(M \times \mathbb{R}^{D}\right) \rightarrow \mathcal{P}_{2}\left(M \times \mathbb{R}^{D}\right)$ (cf. [6]) for the Hamiltonian

$$
\begin{equation*}
\breve{\mathcal{H}}(\gamma):=\frac{1}{2} \int_{M \times \mathbb{R}^{D}}|p|^{2} \gamma(d q, d p)+\mathcal{F}(\mu), \quad \mu=\pi_{M \# \gamma} \tag{1.5}
\end{equation*}
$$

which extends $\mathcal{H}$ from $\mathcal{T} \mathcal{P}_{2}(M)$ to $\mathcal{P}_{2}\left(M \times \mathbb{R}^{D}\right)$. However, if we choose $(\mu, \xi) \in$ $\mathcal{T} \mathcal{P}_{2}(M)$ and identify it with $\gamma=(\mathbf{i} d \times \xi)_{\#} \mu \in \mathcal{P}_{2}\left(M \times \mathbb{R}^{D}\right), \Psi(t, \gamma)$ may escape $\mathcal{T} \mathcal{P}_{2}(M)$ and so, there is no known Hamiltonian flow for $\mathcal{H}$. An existence or uniqueness theory remains open in $\mathcal{T} \mathcal{P}_{2}(M)$. We refer the reader to [20] where a Hamiltonian flow for $\mathcal{H}$ and $M=\mathbb{R}$ was proposed via some selection criteria.

The terminology of Hamiltonian systems in the Wasserstein space which we use throughout this manuscript is justified by the fact that there exists a Poisson structure on $\mathcal{P}\left(\mathbb{T}^{d} \times \mathbb{R}^{d}\right)$ as well as on $\mathcal{P}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)(c f . \quad$ [38] and [55], [63]). In some cases, for instance when $M=\mathbb{T}^{1}$, one can exploit the well-developed theory of Hamiltonian systems on the Hilbert space $L^{2}(M)$ to study Hamiltonian systems on the Wasserstein space $\mathcal{P}_{2}(M)$ (cf. e.g. [40, 41, 42, 46]). A direct approach on the infinite dimensional torus $\mathcal{P}\left(\mathbb{T}^{d}\right)$ appeared for the first time in [43].

Hamilton-Jacobi-Bellman equations in infinite dimensional spaces have a long history. Earlier results in Hilbert spaces can be found in [9]. The theory of viscosity solutions in Hilbert spaces started with papers of M. Crandall and P. L. Lions [24][30]. Other notions of viscosity solution were also introduced (see e.g. [54, 65, 66]) and there is by now a huge literature on the subject, including a theory of second order equations in Hilbert spaces. As regards equations in spaces of probability measures and more general metric spaces, several approaches have been introduced. In [34] a very general theory of viscosity solutions in metric spaces was proposed. The main motivation of [34] was to apply it to equations coming from large deviation problems for particle systems. More concrete problems in the Wasserstein space have been studied in $[33,35,36]$. The definitions of viscosity solutions there were based on the use of special test functions related to the problems that reduced the state space to measures absolutely continuous with respect to Lebesgue measure and guaranteed coercivity estimates. P. L. Lions in [60] proposed an approach in which an equation in the Wasserstein space is pulled to an equation in a Hilbert space $L^{2}$ where measures are replaced by random variables in $L^{2}$ having given laws. The definition of viscosity solution for equations in the Wasserstein space given in [41] is based on the notions of sub- and superdifferentials of functions in the Wasserstein space. In [44] a notion of metric viscosity solution was introduced. It looks at the behavior of functions along curves and it is substantially based on the sub- and super-optimality inequalities of dynamic programming. Another paper that studies a special Hamilton-Jacobi-Isaacs equation in the space of measures associated with a zero-sum differential game with imperfect information is [22]. Finally we mention the papers $[8,48,64]$ where it was proved that Hopf-Lax formulas satisfy certain differential inequalities and equalities involving local slopes (see (7.2)) for the associated Hamilton-Jacobi equation.

In this paper we discuss the notion of viscosity solution in the Wasserstein space using the notion of sub- and superdifferentials and a notion of viscosity solution
in a geodesic metric space. In Section 6 we show that in the Wasserstein space, the Hopf-Lax formula provides a subsolution in the viscosity sense in terms of the subdifferential of a value function. The Hopf-Lax formula is not known to provide a supersolution in the viscosity sense in terms of the superdifferential of the value function except in some simple cases [53]. In Section 7 we discuss a notion of viscosity solution in a geodesic metric space for Hamilton-Jacobi equations whose gradient variable only depends on its "length". We prove a general comparison result, show that a viscosity solution can be obtained by Perron's method, and prove in a model case that the function given by the Hopf-Lax formula is a viscosity solution.

This manuscript relies on the material developed by Ambrosio, Gigli and Savaré [7] which contains the classical theory the mass transport is built upon. We also refer the reader to [67] for an alternative presentation of the mass transport theory.
2. Preliminaries. Throughout this manuscript $M$ is either $\mathbb{R}^{d}, \mathbb{T}^{d}, \mathbb{R}^{d} \times \mathbb{R}^{d}$ or $\mathbb{T}^{d} \times \mathbb{R}^{d}$ and $\mathbf{i} d: M \rightarrow M$ is the identity map on $M$. If $x, y \in M$ then $|x-y|$ is the natural distance between $x$ and $y$. We write $M \subset \mathbb{R}^{D}$ having in mind that either $D=d$ or $D=2 d$.

Recall that $\mathcal{P}_{2}(M)$, the set of probability measures on $M$ with bounded second moments, is endowed with the Wasserstein metric $W_{2}$, which makes it a geodesic space. Given $\mu, \nu \in \mathcal{P}_{2}(M)$, we denote by $\Gamma(\mu, \nu)$ the set of Borel measures $\gamma$ on $M \times M$ which have $\mu$ as the first marginal and $\nu$ as the second marginal. We denote by $\Gamma_{o}(\mu, \nu)$ the subset of $\Gamma(\mu, \nu)$ which consists of measures $\gamma$ such that

$$
W_{2}^{2}(\mu, \nu)=\int_{M \times M}|x-y|^{2} \gamma(d x, d y)
$$

When $M$ is a bounded set then $\mathcal{P}_{2}(M)$ coincides with $\mathcal{P}(M)$, the set of Borel probability measures on $M$. If $\mu \in \mathcal{P}_{2}(M)$ and $\xi: M \rightarrow \mathbb{R}^{D}$ is a Borel vector field such that $\|\xi\|_{\mu}^{2}:=\int_{M}|\xi|^{2} \mu(d q)<\infty$, we write $\xi \in L^{2}(\mu)$. We denote by $T_{\mu} \mathcal{P}_{2}(M)$ the closure of $\nabla C_{c}^{\infty}(M)$ in $L^{2}(\mu)$, and denote by $T \mathcal{P}_{2}(M)$ the set of $(\mu, \xi)$ such that $\mu \in \mathcal{P}_{2}(M)$ and $\xi \in T_{\mu} \mathcal{P}_{2}(M)$. If $n$ is a positive integer, $\mathcal{P}^{n}(M)$ is the set of discrete measures of the form

$$
\mu^{\mathbf{x}}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{x^{i}}, \quad \text { where } \quad x^{1}, \cdots, x^{n} \in M, \quad \mathbf{x}:=\left(x^{1}, \cdots, x^{n}\right)
$$

Given a metric space $\mathbb{S}$ and time dependent function $f:[0, T] \rightarrow \mathbb{S}$, throughout this manuscript, we write $f_{t}$ in place of $f(t)$. For instance if $X:[0, T] \times M \rightarrow \mathbb{R}^{D}$, we write $X_{t}(q)$ instead of $X(t, q)$. If $\sigma \in A C_{2}\left(0, T, \mathcal{P}_{2}(M)\right)$ we write $\sigma_{t}$ instead of $\sigma(t)$.

Theorem 2.1, stated below, is a fundamental theorem of the Monge-Kantorovich mass transport theory which was first due to Brenier [19] and was later refined by Gangbo-McCann [39].

Theorem 2.1. Assume $M=\mathbb{R}^{d}$ or $M=\mathbb{T}^{d}, \mu, \nu \in \mathcal{P}_{2}(M)$ and $\mu$ vanishes on $(d-1)$-rectifiable sets. Then there exists a unique $\gamma \in \Gamma_{o}(\mu, \nu)$. Furthermore, there exists a Borel map $T: M \rightarrow M$ such that $\gamma=(\mathbf{i} d \times T)_{\#} \mu$ and so, $T_{\#} \mu=\nu$.

The following stability result on optimal couplings can be found in Proposition 7.1.3 [7].

Theorem 2.2. Assume $\left\{\mu^{n}\right\}_{n},\left\{\nu_{n}\right\}_{n} \subset \mathcal{P}_{2}(M)$ converge narrowly to $\mu$, $\nu$ respectively and $\gamma_{n} \in \Gamma_{o}\left(\mu_{n}, \nu_{n}\right)$. Then, $\left\{\gamma_{n}\right\}_{n}$ is narrowly relatively compact in $\mathcal{P}_{2}(M \times M)$ and any narrow limit point belongs to $\Gamma_{o}(\mu, \nu)$.

## 3. Uniqueness of ODEs in the Wasserstein space.

### 3.1. Properties of curves in the Wasserstein space.

Definition 3.1. Let ( $\mathbb{S}$, dist) be a metric space. A curve $t \in(a, b) \mapsto \sigma_{t} \in \mathbb{S}$ is 2absolutely continuous if there exists $\beta \in L^{2}(a, b)$ such that $\operatorname{dist}\left(\sigma_{t}, \sigma_{s}\right) \leq \int_{s}^{t} \beta(\tau) d \tau$ for all $a<s<t<b$. We then write $\sigma \in A C_{2}(a, b ; \mathbb{S})$. For such curves the limit $\left|\sigma^{\prime}\right|(t):=\lim _{s \rightarrow t} \operatorname{dist}\left(\sigma_{t}, \sigma_{s}\right) /|t-s|$ exists for $\mathcal{L}^{1}$-almost every $t \in(a, b)$. We call this limit the metric derivative of $\sigma$ at $t$. It satisfies $\left|\sigma^{\prime}\right| \leq \beta \mathcal{L}^{1}$-almost everywhere (cf. e.g. [7]).
Remark 1. (i) If $\sigma \in A C_{2}(a, b ; \mathbb{S})$, since $\left|\sigma^{\prime}\right| \in L^{2}(a, b)$ and $\operatorname{dist}\left(\sigma_{s}, \sigma_{t}\right)$ $\leq \int_{s}^{t}\left|\sigma^{\prime}\right|(\tau) d \tau$ for $a<s<t<b$, we can apply Hölder's inequality to conclude that dist ${ }^{2}\left(\sigma_{s}, \sigma_{t}\right) \leq c|t-s|$ where $c=\int_{a}^{b}\left|\sigma^{\prime}\right|^{2}(\tau) d \tau$.
(ii) It follows from (i) that $\sigma$ is continuous and so, since $[0, T]$ is a compact set, so is $\left\{\sigma_{t} \mid t \in[a, b]\right\}$, the range of $\sigma$. In particular the range of $\sigma$ is a bounded set and if $\mathbf{s} \in \mathbb{S}$, by the triangle inequality $\operatorname{dist}\left(\sigma_{s}, \mathbf{s}\right) \leq \sqrt{c|s-a|}+\operatorname{dist}\left(\sigma_{a}, \mathbf{s}\right)$.

The proof of the following proposition can be found in [7] (cf. [43] when $M=\mathbb{T}^{d}$ ).
Proposition 1. If $\sigma \in A C_{2}(a, b ; M)$ then there exists a Borel map $\mathbf{v}:(a, b) \times M \rightarrow$ $\mathbb{R}^{D}$ such that $\mathbf{v}_{t} \in L^{2}\left(\sigma_{t}\right)$ for $\mathcal{L}^{1}$-almost every $t \in(a, b), t \rightarrow\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}$ belongs to $L^{2}(a, b)$ and

$$
\partial_{t} \sigma+\nabla \cdot(\sigma \mathbf{v})=0
$$

in the sense of distributions: for all $\phi \in C_{c}^{\infty}((a, b) \times M)$,

$$
\begin{equation*}
\int_{a}^{b} \int_{M}\left(\partial_{t} \phi+\langle\nabla \phi, \mathbf{v}\rangle\right) d \sigma_{t} d t=0 \tag{3.1}
\end{equation*}
$$

We refer to $\mathbf{v}$ as a velocity for $\sigma$.
Furthermore, one can choose $\mathbf{v}$ such that $\mathbf{v}_{t} \in T_{\sigma_{t}} \mathcal{P}_{2}(M)$ and $\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}=\left|\sigma^{\prime}\right|(t)$ for $\mathcal{L}^{1}$-almost every $t \in(a, b)$. In that case, for $\mathcal{L}^{1}$-almost every $t \in(a, b), \mathbf{v}_{t}$ is uniquely determined. We denote this velocity $\dot{\sigma}$ and refer to it as the velocity of minimal norm, since if $\mathbf{w}$ is any other velocity for $\sigma$ then $\left\|\dot{\sigma}_{t}\right\|_{\sigma_{t}} \leq\left\|\mathbf{w}_{t}\right\|_{\sigma_{t}}$ for $\mathcal{L}^{1}$-almost every $t \in(a, b)$.

Assuming $\mathbf{v}$ is the velocity of minimal norm for $\sigma$ then for $\mathcal{L}^{1}$-almost every $t \in(a, b)$

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{W_{2}\left(\sigma_{t+h},\left(\mathbf{i} d+h \mathbf{v}_{t}\right)_{\#} \sigma_{t}\right)}{|h|}=0 . \tag{3.2}
\end{equation*}
$$

Remark 2. Suppose $\left\{\sigma^{n}\right\}_{n} \subset A C_{2}(a, b ; M)$. By definition of $\left|\left(\sigma^{n}\right)^{\prime}\right|$

$$
\sup _{n \in \mathbb{N}} \int_{a}^{b}\left|\left(\sigma^{n}\right)^{\prime}\right|^{2}(t) d t<\infty
$$

if and only if there are velocities $\mathbf{v}^{n}:(a, b) \times M \rightarrow \mathbb{R}^{D}$ for $\sigma^{n}$ such that

$$
\sup _{n \in \mathbb{N}} \int_{a}^{b}\left\|\mathbf{v}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t<\infty
$$

The following proposition is a consequence of Propositions 3 and 4 of [40].

Proposition 2. Suppose $\nu \in \mathcal{P}_{2}(M),\left\{\sigma^{n}\right\}_{n} \subset A C_{2}(a, b ; M)$ and

$$
\sup _{n \in \mathbb{N}} W_{2}\left(\sigma_{0}^{n}, \nu\right), \quad \sup _{n \in \mathbb{N}} \int_{a}^{b}\left|\left(\sigma^{n}\right)^{\prime}\right|^{2}(t) d t<\infty
$$

Then there exist $\sigma \in A C_{2}(a, b ; M)$ and an increasing sequence of integers $\left\{n_{k}\right\}_{k}$ such that for all $t \in[a, b],\left\{\sigma_{t}^{n_{k}}\right\}_{k}$ converges narrowly to $\sigma_{t}$. Furthermore, we have

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \int_{a}^{b}\left|\left(\sigma^{n_{k}}\right)^{\prime}\right|^{2}(t) d t \geq \int_{a}^{b}\left|\sigma^{\prime}\right|^{2}(t) d t \tag{3.3}
\end{equation*}
$$

Lemma 3.2. (i) Let $\sigma^{i} \in A C_{2}\left(a, b ; \mathcal{P}_{2}(M)\right)$ and let $\mathbf{v}^{i}$ be velocities for $\sigma^{i}(i=1,2)$. Set

$$
g(t)=W_{2}\left(\sigma_{t}^{1}, \sigma_{t}^{2}\right)
$$

Then $g \in W^{1,2}(a, b)$ and the distributional derivative of $1 / 2 g^{2}$ satisfies almost everywhere

$$
\begin{equation*}
\frac{1}{2}\left(g^{2}\right)^{\prime}(t) \leq \int_{M \times M}\left\langle\mathbf{v}_{t}^{1}(x)-\mathbf{v}_{t}^{2}(y), x-y\right\rangle \gamma_{t}(d x, d y) \tag{3.4}
\end{equation*}
$$

for any $\gamma_{t} \in \Gamma_{o}\left(\sigma_{t}^{1}, \sigma_{t}^{2}\right)$.
Proof. let $\overline{\mathbf{v}}^{i}$ be velocities of minimal norm for $\sigma^{i}(i=1,2)$. Since

$$
\left\|\overline{\mathbf{v}}_{t}^{1}\right\|_{\sigma_{t}^{1}}+\left\|\overline{\mathbf{v}}_{t}^{2}\right\|_{\sigma_{t}^{2}} \leq\left\|\mathbf{v}_{t}^{1}\right\|_{\sigma_{t}^{1}}+\left\|\mathbf{v}_{t}^{2}\right\|_{\sigma_{t}^{2}}=: \beta(t)
$$

if $a \leq t_{1} \leq t_{2} \leq b$, by the triangle inequality and Remark 1 (i)

$$
g\left(t_{1}\right) \leq W_{2}\left(\sigma_{t_{1}}^{1}, \sigma_{t_{2}}^{1}\right)+g\left(t_{2}\right)+W_{2}\left(\sigma_{t_{2}}^{2}, \sigma_{t_{1}}^{2}\right) \leq g\left(t_{2}\right)+\int_{t_{1}}^{t_{2}} \beta(t) d t
$$

Interchanging the role of $t_{1}$ and $t_{2}$ we conclude that $\left|g\left(t_{2}\right)-g\left(t_{1}\right)\right| \leq \int_{t_{1}}^{t_{2}} \beta(t) d t$. This proves that $g \in W^{1,2}(a, b)$. Hence, $1 / 2 g^{2}$ is $W^{1,1}(a, b)$, its pointwise derivative exists and coincides almost everywhere with its distributional derivative.

Recall that the set $\mathcal{N}$ of $t \in(a, b)$ such that Equation (3.2) fails to hold for either $\left(\sigma^{1}, \overline{\mathbf{v}}^{1}\right)$ or $\left(\sigma^{2}, \overline{\mathbf{v}}^{2}\right)$ is of null measure. Let $t \in(a, b) \backslash \mathcal{N}$. For $|h|$ small enough, by the triangle inequality
$g(t+h) \leq W_{2}\left(\sigma_{t+h}^{1},\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{1}\right)_{\#} \sigma_{t}^{1}\right)+\bar{g}(h)+W_{2}\left(\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{2}\right)_{\#} \sigma_{t}^{2}, \sigma_{t+h}^{2}\right)=\bar{g}(h)+o(h)$,
where

$$
\bar{g}(h)=W_{2}\left(\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{1}\right)_{\#} \sigma_{t}^{1},\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{2}\right)_{\#} \sigma_{t}^{2}\right)
$$

Hence,

$$
\begin{equation*}
g^{2}(t+h) \leq \bar{g}^{2}(h)+o(h) \tag{3.5}
\end{equation*}
$$

Let $\gamma \in \Gamma_{o}\left(\sigma_{t}^{1}, \sigma_{t}^{2}\right)$ and define the Borel measure

$$
\gamma^{h}=\left(\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{1}\right) \times\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{2}\right)\right)_{\#} \gamma
$$

We have

$$
\gamma^{h} \in \Gamma\left(\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{1}\right)_{\#} \sigma_{t}^{1},\left(\mathbf{i} d+h \overline{\mathbf{v}}_{t}^{2}\right)_{\#} \sigma_{t}^{2}\right)
$$

and so,

$$
\begin{align*}
\bar{g}^{2}(h) & \leq \int_{M \times M}|w-z|^{2} \gamma^{h}(d w, d z) \\
& =\int_{M \times M}\left|x+h \overline{\mathbf{v}}_{t}^{1}(x)-y-t \overline{\mathbf{v}}_{t}^{2}(y)\right|^{2} \gamma(d x, d y) \\
& =g^{2}(t)+2 h \int_{M \times M}\left\langle x-y, \overline{\mathbf{v}}_{t}^{1}(x)-\overline{\mathbf{v}}_{t}^{2}(y)\right\rangle \gamma(d x, d y)+O\left(h^{2}\right) . \tag{3.6}
\end{align*}
$$

If $t \in(a, b) \backslash \mathcal{N}$ and $g^{2}$ is differentiable at $t$, Equations (3.5) and (3.6) imply

$$
\begin{equation*}
\frac{1}{2}\left(g^{2}\right)^{\prime}(t) \leq \int_{M \times M}\left\langle\overline{\mathbf{v}}_{t}^{1}(x)-\overline{\mathbf{v}}_{t}^{2}(y), x-y\right\rangle \gamma_{t}(d x, d y) . \tag{3.7}
\end{equation*}
$$

Since $\nabla \cdot\left(\sigma_{t}^{i}\left(\mathbf{v}_{t}^{i}-\overline{\mathbf{v}}_{t}^{i}\right)\right)=0$ we combine Proposition 8.5 .4 of [7] and (3.7) to conclude that (3.4) holds.
3.2. Uniqueness of solutions of ODEs driven by vector fields on $\mathcal{P}_{2}(M)$. Let $\mathcal{O}$ be a subset of $\mathcal{P}_{2}(M)$ and let $X$ be a vector field on $\mathcal{O}$ in the sense that for each $\mu \in \mathcal{O}, X(\mu) \in L^{2}(\mu)$. We assume that $X$ is continuous in the sense that for each $Y \in C_{b}\left(M, \mathbb{R}^{D}\right)$

$$
\begin{equation*}
\mu \rightarrow \Lambda_{\mu}(Y)=\langle X(\mu), Y\rangle_{\mu} \quad \text { is contintuous. } \tag{3.8}
\end{equation*}
$$

We further assume that

$$
\begin{equation*}
m:=\sup _{\mu \in \mathcal{O}}\|X(\mu)\|_{L^{1}(\mu)}<\infty . \tag{3.9}
\end{equation*}
$$

Remark 3. Suppose Equation (3.8) holds and let $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$.
(i) We have

$$
m:=\sup _{t \in[0, T]}\left\|X\left(\sigma_{t}\right)\right\|_{L^{1}\left(\sigma_{t}\right)}<\infty .
$$

(ii) If $Z \in C^{r}\left(0, T ; C_{b}\left(M, \mathbb{R}^{D}\right)\right)$ then $A: t \rightarrow A(t)=\Lambda_{\sigma_{t}}(Z(t, \cdot))$ is continuous.

Proof. (i) Consider the linear maps

$$
\lambda_{t}: C_{b}\left(M, \mathbb{R}^{D}\right) \rightarrow \mathbb{R}, \quad Y \rightarrow \Lambda_{\sigma_{t}}(Y) .
$$

By Remark 1 and Equation (3.8) $t \rightarrow \lambda_{t}(Y)$ is continuous as the composition of two continuous functions and so it is bounded on the compact set $[0, T]$. By the uniform boundedness principle

$$
\infty>\sup _{t \in[0, T]}\left\|\lambda_{t}\right\|_{L\left(C_{b}\left(M, \mathbb{R}^{D}\right)\right)}=\sup _{t \in[0, T]}\left\|X\left(\sigma_{t}\right)\right\|_{L^{1}\left(\sigma_{t}\right)} .
$$

(ii) Assume that $Z \in C^{r}\left(0, T ; C_{b}\left(M, \mathbb{R}^{D}\right)\right)$. We will only show that $A$ is continuous at every $t \in(0, T)$ since the proof of that case can easily be adapted to the cases $t=0$ or $t=T$. For $|h|$ small enough, we have

$$
\begin{gather*}
A(t+h)=\lambda_{t+h}(Z(t, \cdot))+\lambda_{t+h}(Z(t+h, \cdot)-Z(t, \cdot)),  \tag{3.10}\\
\limsup _{h \rightarrow 0}\left|\lambda_{t+h}(Z(t+h, \cdot)-Z(t, \cdot))\right| \leq \limsup _{h \rightarrow 0} m\|Z(t+h, \cdot)-Z(t, \cdot)\|_{C_{b}\left(M, \mathbb{R}^{D}\right)}=0 \tag{3.11}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{h \rightarrow 0} \lambda_{t+h}(Z(t, \cdot))=\lambda_{t}(Z(t, \cdot)) . \tag{3.12}
\end{equation*}
$$

We combine (3.10-3.12) to conclude the proof of (ii).

Remark 4. Let $\omega_{*}$ be a real valued Borel function on $[0, \infty)$, let $\mu^{1}, \mu^{2} \in O$ and let $\gamma \in \Gamma_{o}\left(\mu^{1}, \mu^{2}\right)$. Thanks to the Cauchy-Schwarz inequality, a sufficient condition to have

$$
\begin{equation*}
\int_{M \times M}\left\langle X\left(\mu^{1}\right)(x)-X\left(\mu^{2}\right)(y), x-y\right\rangle \gamma(d x, d y) \leq \omega_{*}\left(W_{2}\left(\mu^{1}, \mu^{2}\right)\right) W_{2}\left(\mu^{1}, \mu^{2}\right) \tag{3.13}
\end{equation*}
$$

is

$$
\int_{M \times M}\left|X\left(\mu^{1}\right)(x)-X\left(\mu^{2}\right)(y)\right|^{2} \gamma(d x, d y) \leq \omega_{*}^{2}\left(W_{2}\left(\mu^{1}, \mu^{2}\right)\right)
$$

Theorem 3.3. Let $\omega_{*}$ be a real valued Borel function on $[0, \infty)$ such that $\omega_{*}(y)>$ $\omega_{*}(0)=0$ for all $y \in[0, \infty)$ and for some $a \in(0, \infty)$

$$
\begin{equation*}
\int_{0}^{a} \frac{d y}{\omega_{*}(y)}=\infty \tag{3.14}
\end{equation*}
$$

Assume that for every $\mu^{1}, \mu^{2} \in O$ there exists $\gamma \in \Gamma_{o}\left(\mu^{1}, \mu^{2}\right)$ such that (3.13) holds. If $\sigma^{i} \in A C_{2}(0, T ; \mathcal{O})$ and $X\left(\sigma_{t}^{i}\right):(0, T) \times M \rightarrow \mathbb{R}^{D}$ are velocities for $\sigma^{i}(i=1,2)$, then $\sigma^{1}=\sigma^{2}$ on $[0, T]$ provided that $\sigma^{1}(0)=\sigma^{2}(0)$.

Proof. We are to prove that $G \equiv 0$, where

$$
G(t)=W_{2}^{2}\left(\sigma_{t}^{1}, \sigma_{t}^{2}\right)
$$

By Lemma 3.2, $G \in W^{1,2}(a, b)$ and its distributional derivative, which coincides almost everywhere with its pointwise derivative satisfies

$$
\begin{align*}
\dot{G}(t) & \leq 2 \int_{M \times M}\left\langle X\left(\sigma_{t}^{1}\right)(x)-X\left(\sigma_{t}^{2}\right)(y), x-y\right\rangle \gamma_{t}(d x, d y) \\
& \leq 2 \omega_{*}(\sqrt{G(t)})(\sqrt{G(t)}) \\
& =\omega(G(t)) \tag{3.15}
\end{align*}
$$

for any $\gamma_{t} \in \Gamma_{o}\left(\sigma_{t}^{1}, \sigma_{t}^{2}\right)$. Here we have set $\omega(y)=2 \sqrt{y} \omega_{*}(\sqrt{y})$ for $y \geq 0$. Observe that $\omega$ is a nonnegative Borel function on $[0, \infty)$ such that $\omega(y)>\omega(0)=0$ for $y>0$. Thanks to Lemma 8.1, Equations (3.14) and (3.15), together with the fact that $G(0)=0$, imply $G \equiv 0$ on $[0, T]$.

Remark 5. In fact one can reach the conclusions of Theorem 3.3 under weaker assumptions. More precisely, let $\omega_{*}$ be a real valued Borel function on $[0, \infty)$ such that $\omega_{*}(y)>\omega_{*}(0)=0$ for all $y \in[0, \infty)$ and for some $a \in(0, \infty)$ Equation (3.14) holds. Suppose $\sigma^{i} \in A C_{2}(0, T ; \mathcal{O})$ and $X\left(\sigma_{t}^{i}\right):(0, T) \times M \rightarrow \mathbb{R}^{D}$ are velocities for $\sigma^{i}(i=1,2)$. Suppose there exists $\bar{a}>0$ such that (3.13) holds for all $\mu^{1}, \mu^{2} \in O$ satisfying

$$
W_{2}\left(\mu^{1}, \sigma_{0}^{1}\right), W_{2}\left(\mu^{2}, \sigma_{0}^{2}\right) \leq \bar{a}
$$

and some $\gamma \in \Gamma_{o}\left(\mu^{1}, \mu^{2}\right)$. If $\sigma_{0}^{1}=\sigma_{0}^{2}$ then $\sigma^{1}=\sigma^{2}$ on $[0, T]$.
3.3. Examples. We consider sets $\mathcal{O} \subset \mathcal{P}(M)$ when $M=\mathbb{T}^{d}$ or $M=\mathbb{R}^{d}$, and vector fields $X$ defined on $\mathcal{O} \subset \mathcal{P}_{2}(M)$. We give examples of existence and uniqueness of solutions for some well-known initial value problem problems of the form

$$
\begin{equation*}
\sigma_{0}=\mu, \quad \partial_{t} \sigma+\nabla \cdot(\sigma X(\sigma))=0 \quad \text { in } \quad \mathcal{D}^{\prime}\left((0, T) \times \mathbb{T}^{d}\right) \tag{3.16}
\end{equation*}
$$

Example 3.4 (A trivial example). When

$$
X(\mu)=\int_{M} \nabla(V+W * \mu) d \mu
$$

and $\nabla V, \nabla W: M \rightarrow \mathbb{R}^{d}$ are Lipschitz functions then $X$ satisfies (3.8), (3.9) and (3.13) with $\mathcal{O}=\mathcal{P}_{2}(M)$.

The following result is a well-kown one, due to V. Yudovich [68], but we present a proof based on Theorem 3.3.

Example 3.5 (2-d Euler incompressible systems in terms of vorticities). Let $m$ be a positive real number and let $\mathcal{O}$ be the set of probability measures $\mu$ on $\mathbb{T}^{2}$ such that $\mu=\varrho \mathcal{L}^{2}$, and $-m \leq \varrho-1 \leq m$. Define $\phi^{\mu}$ such that $\triangle \phi^{\mu}=\varrho-1$ on $\mathbb{T}^{d}$ so that $\nabla \phi^{\mu}$ is uniquely determined. Set

$$
X(\mu)=\left(\nabla \phi^{\mu}\right)^{\perp}
$$

For all $T>0$ (3.16) admits a unique solution $t \rightarrow \sigma_{t} \in \mathcal{O}$.
Proof. Here, we only deal with the issue of uniqueness. For a constant $C_{m}$ which depends only on $m$ (cf. e.g. [62] Proposition 5.2)

$$
\begin{equation*}
\left\|X\left(\mu_{1}\right)-X\left(\mu_{2}\right)\right\|_{L^{2}\left(\mathbb{T}^{2}\right)} \leq C_{m} W_{2}\left(\mu_{1}, \mu_{2}\right) \tag{3.17}
\end{equation*}
$$

Therefore, since $W_{2} \leq 1 / \sqrt{2}$, Equation (3.9) holds.
Set

$$
H(y)=y \ln ^{2} y
$$

Note that

$$
\begin{equation*}
H \text { increases on }\left[0, e^{-2}\right] \tag{3.18}
\end{equation*}
$$

$H$ is concave on $\left[0, e^{-1}\right], H(0)=0$ and so, if $a \in\left[0, e^{-1}\right]$ and $\lambda \in[0,1]$, then

$$
\begin{equation*}
\lambda H(a)=\lambda H(a)+(1-\lambda) H(0) \leq H(\lambda a+(1-\lambda) 0)=H(\lambda a) \tag{3.19}
\end{equation*}
$$

Choose $0<\alpha<e^{-2}$. For instance, we can choose $\alpha=e^{-2} / 2$. Let $\mu_{1}, \mu_{2} \in \mathcal{O}$ and let $\gamma \in \Gamma_{0}\left(\mu_{1}, \mu_{2}\right)$. We have

$$
\begin{align*}
\int_{\mathbb{T}^{2} \times \mathbb{T}^{2}}\left|X\left(\mu_{2}\right)(q)-X\left(\mu_{1}\right)(q)\right|^{2} \gamma(d q, d r) & =\left\|X\left(\mu_{2}\right)-X\left(\mu_{1}\right)\right\|_{\mu_{1}}^{2} \\
& \leq m\left\|X\left(\mu_{2}\right)-X\left(\mu_{1}\right)\right\|_{\mathbb{T}^{2}}^{2} \tag{3.20}
\end{align*}
$$

Thanks to Remark 5 we may assume without loss of generality that

$$
\begin{equation*}
\frac{1}{-\ln W_{2}\left(\mu_{1}, \mu_{2}\right)}<\alpha<e^{-2} \tag{3.21}
\end{equation*}
$$

Note that the diameter of $\mathbb{T}^{2}$ is $1 / \sqrt{2}$ and so, $W_{2}\left(\mu_{1}, \mu_{2}\right)<1$. Hence, $-\ln W_{2}\left(\mu_{1}, \mu_{2}\right)$ $>0$. Increasing the value of $C_{m}$ if necessary, we have (cf. e.g. [17] chapter 8)

$$
|X(\mu)(q)-X(\mu)(r)| \leq C_{m}|q-r| \ln \frac{1}{|q-r|^{2}}
$$

Thus,

$$
\begin{equation*}
\int_{\mathbb{T}^{2} \times \mathbb{T}^{2}}\left|X\left(\mu_{2}\right)(q)-X\left(\mu_{2}\right)(r)\right|^{2} \gamma(d q, d r) \leq C_{m}^{2} \int_{\mathbb{T}^{2} \times \mathbb{T}^{2}} H\left(|q-r|^{2}\right) \gamma(d q, d r) \tag{3.22}
\end{equation*}
$$

Set

$$
A:=\left\{(q, r) \in \mathbb{T}^{2} \times \mathbb{T}^{2},||q-r|<\alpha\}, \quad B:=\mathbb{T}^{2} \times \mathbb{T}^{2} \backslash A\right.
$$
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We have

$$
W_{2}^{2}\left(\mu_{1}, \mu_{2}\right)=\int_{\mathbb{T}^{2} \times \mathbb{T}^{2}}|q-r|^{2} \gamma(q, r) \geq \alpha^{2} \gamma(B)
$$

and so,

$$
\begin{equation*}
\gamma(B) \leq \frac{1}{\alpha^{2}} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \leq W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \ln ^{2} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \tag{3.23}
\end{equation*}
$$

Set

$$
D_{m}:=C_{m}^{2} \sup _{l \in[0,1 / \sqrt{2}]} l^{2} \ln ^{2} l^{2}
$$

Since the diameter of $\mathbb{T}^{2}$ is $1 / \sqrt{2}$, we have $|q-r| \leq 1 / \sqrt{2}$ and thus by (3.23),

$$
\begin{equation*}
C_{m}^{2} \int_{B} H\left(|q-r|^{2}\right) \gamma(d q, d r) \leq D_{m} \gamma(B) \leq D_{m} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \ln ^{2} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \tag{3.24}
\end{equation*}
$$

Write

$$
\int_{A} H\left(|q-r|^{2}\right) \gamma(d q, d r)=\gamma(A) \int_{A} H\left(|q-r|^{2}\right) \tilde{\gamma}(d q, d r)
$$

where $\tilde{\gamma}=\gamma / \gamma(A)$ is a probability measure. Since $H$ is a concave function, we apply Jensen's inequality to conclude that

$$
\int_{A} H\left(|q-r|^{2}\right) \gamma(d q, d r) \leq \gamma(A) H\left(\int_{A}|q-r|^{2} \tilde{\gamma}(d q, d r)\right)
$$

Thanks to (3.19) we conclude that

$$
\int_{A} H\left(|q-r|^{2}\right) \gamma(d q, d r) \leq H\left(\int_{A}|q-r|^{2} \gamma(d q, d r)\right)
$$

We use that $H$ increases on $\left[0, e^{-2}\right]$ (cf. (3.18)) and that by Equation (3.21), $W_{2} \leq$ $e^{-e^{2}} \leq e^{-2}$ to conclude that

$$
\begin{equation*}
\int_{A} H\left(|q-r|^{2}\right) \gamma(d q, d r) \leq H\left(\int_{\mathbb{T}^{2} \times \mathbb{T}^{2}}|q-r|^{2} \gamma(d q, d r)\right)=H\left(W_{2}^{2}\left(\mu_{1}, \mu_{2}\right)\right) \tag{3.25}
\end{equation*}
$$

By (3.24) and (3.25)

$$
\begin{align*}
& \int_{\mathbb{T}^{2} \times \mathbb{T}^{2}}\left|X\left(\mu_{2}\right)(q)-X\left(\mu_{2}\right)(r)\right|^{2} \gamma(d q, d r) \\
\leq & D_{m} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \ln ^{2} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \\
+ & C_{m}^{2} H\left(W_{2}^{2}\left(\mu_{1}, \mu_{2}\right)\right) \\
= & \left(\frac{D_{m}}{4}+C_{m}^{2}\right) H\left(W_{2}^{2}\left(\mu_{1}, \mu_{2}\right)\right) . \tag{3.26}
\end{align*}
$$

By (3.17), (3.20) and (3.26)

$$
\begin{align*}
\int_{\mathbb{T}^{2} \times \mathbb{T}^{2}}\left|X\left(\mu_{2}\right)(r)-X\left(\mu_{1}\right)(q)\right|^{2} \gamma(d q, d r) & \leq 2\left(\frac{D_{m}}{4}+C_{m}^{2}\right) H\left(W_{2}^{2}\left(\mu_{1}, \mu_{2}\right)\right. \\
& +2 m C_{m}^{2} W_{2}^{2}\left(\mu_{1}, \mu_{2}\right) \tag{3.27}
\end{align*}
$$

which yields (3.8). Thanks to (3.27), Remark 4 yields (3.13) if we set

$$
\omega_{*}(t)=t \sqrt{2} \sqrt{m C_{m}^{2}+\left(\frac{D_{m}}{4}+C_{m}^{2}\right) \ln ^{2} t}
$$

By Remark 5, Equation (3.16) admits at most one solution $t \rightarrow \sigma_{t} \in \mathcal{O}$.
4. One particle Hamiltonian systems. Throughout this section we suppose that $\mathcal{U}_{0}: \mathcal{P}\left(\mathbb{T}^{d}\right) \rightarrow \mathbb{R}$ and:
(U1) $\mathcal{U}_{0}$ is differentiable on $\mathcal{P}\left(\mathbb{T}^{d}\right)$ (cf. Definition 6.2) and

$$
\sup _{\mu \in \mathcal{P}\left(\mathbb{T}^{d}\right)}\left\|\nabla_{\mu} \mathcal{U}_{0}(\mu)\right\|_{C^{2}\left(\mathbb{T}^{d}\right)}<+\infty
$$

(U2) If $\left\{\mu_{k}\right\}_{k} \subset \mathcal{P}\left(\mathbb{T}^{d}\right)$ converges narrowly to $\mu$, then $\left\{\nabla_{\mu} \mathcal{U}_{0}\left(\mu_{k}\right)\right\}$ converges uniformly to $\nabla_{\mu} \mathcal{U}_{0}(\mu)$ on $\mathbb{T}^{d}$.
Examples include

$$
\mathcal{U}_{0}(\mu)=\int_{\mathbb{T}^{d}}\left(v_{0}+w_{0} * \mu\right) d \mu
$$

where $v_{0}, w_{0} \in C^{3}\left(\mathbb{T}^{d}\right)$. Using the terminology of [43], (U1-U2) imply that $\mathcal{U}_{0} \in$ $C^{1}\left(\mathcal{P}\left(\mathbb{T}^{d}\right)\right)$.

We assume that $V, W \in C^{3}\left(\mathbb{T}^{d}\right), W$ is even and $C_{*}>0$ satisfies

$$
\begin{equation*}
\|V\|_{C^{3}\left(\mathbb{T}^{d}\right)},\|W\|_{C^{3}\left(\mathbb{T}^{d}\right)}, \sup _{\mu \in \mathcal{P}\left(\mathbb{T}^{d}\right)}\left\|\nabla_{\mu} \mathcal{U}_{0}(\mu)\right\|_{C^{2}\left(\mathbb{T}^{d}\right)} \leq C_{*} \tag{4.1}
\end{equation*}
$$

We will denote by $C_{V, W}$ a generic constant depending only on $V$ and $W$. We denote by $\pi_{\mathbb{T}^{d}}: \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{T}^{d}$ and $\pi_{\mathbb{R}^{d}}: \mathbb{T}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ the maps

$$
\pi_{\mathbb{T}^{d}}(q, p)=q, \quad \pi_{\mathbb{R}^{d}}(q, p)=p \quad(q, p) \in \mathbb{T}^{d} \times \mathbb{R}^{d}
$$

Given $T>0$ and $\sigma \in A C_{2}\left(0, T, \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ we define the one particle Hamiltonian

$$
H^{\sigma}(t, q, p)=\frac{|p|^{2}}{2}+V(q)+W * \sigma_{t}(q)
$$

and consider the Hamiltonian vector field

$$
X_{H^{\sigma}}(t, q, p)=\left(p,-\nabla\left(V+W * \sigma_{t}\right)(q)\right)
$$

We have

$$
\begin{gather*}
X_{H^{\sigma}} \in C\left([0, T] ; C^{2}\left(\mathbb{T}^{d} \times \mathbb{R}^{d}\right)\right) \\
\left\|\nabla_{(q, p)} X_{H^{\sigma}}\right\|_{\infty}^{2} \leq d+\left(\|\nabla V\|_{\infty}+\|\nabla W\|_{\infty}\right)^{2}=: s_{\infty} \tag{4.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\sup _{\sigma, T}\left\{\left\|\nabla_{(q, p)}^{2} X_{H^{\sigma}}\right\|_{\infty} \mid \sigma \in A C_{2}\left(0, T, \mathcal{P}\left(\mathbb{T}^{d}\right)\right), T \in(0,1]\right\}<+\infty \tag{4.3}
\end{equation*}
$$

Consider the flow, which may be defined globally in time, as the solution of the initial value problem

$$
\dot{\Phi}_{t}^{\sigma}=X_{H^{\sigma}}\left(t, \Phi_{t}^{\sigma}\right), \quad \Phi_{0}^{\sigma}(q, p)=(q, p)
$$

4.1. Compactness properties of Hamiltonian flows. Thanks to Equations (4.2-4.3) the standard theory of Hamiltonian systems ensures the existence of constants $C_{0}$ and $C_{1}$ independent of $T \in(0,1]$ such that

$$
\begin{equation*}
\left\|\nabla \Phi_{t}^{\sigma}\right\|_{\infty},\left\|\nabla \dot{\Phi}_{t}^{\sigma}\right\|_{\infty},\left\|\nabla^{2} \Phi_{t}^{\sigma}\right\|_{\infty} \leq C_{0} \exp \left(C_{1} t\right) \tag{4.4}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\left|\dot{\Phi}_{t}^{\sigma}\right|^{2}=\left|X_{H^{\sigma}}\left(\cdot, \Phi_{t}^{\sigma}\right)\right|^{2} \leq s_{\infty} \tag{4.5}
\end{equation*}
$$

The diameter of $\mathbb{T}^{d}$ being smaller than $\sqrt{d} / 2$, integrating, we have

$$
\begin{equation*}
\left|\Phi^{\sigma}(t, q, p)\right|^{2} \leq \frac{d}{4}+|p|^{2}+T s_{\infty} \tag{4.6}
\end{equation*}
$$

Lemma 4.1. Suppose $\mathbf{v}$ is a velocity for $\sigma$, and

$$
\begin{equation*}
c=\sup _{t \in[0, T]}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}<\infty \tag{4.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|\nabla_{(t, q, p)} X_{H^{\sigma}}\right\|_{\infty}^{2} \leq s_{\infty}+c^{2}\left\|\nabla^{2} W\right\|_{\infty} \tag{4.8}
\end{equation*}
$$

Proof. We have the distributional derivatives

$$
X_{H^{\sigma}}(t, q, p)=\left(p,-\nabla\left(V+W * \sigma_{t}\right)\right)
$$

and so, since $\mathbf{v}$ is a velocity for $\sigma$ we have

$$
\partial_{t} X_{H^{\sigma}}(t, q, p)=\left(0, \int_{\mathbb{T}^{d}} \nabla^{2} W(q-y) \mathbf{v}_{t}(y) \sigma_{t}(d y)\right)
$$

This, together with (4.2) yields (4.8).
Corollary 1. Suppose $\sigma, \sigma^{n} \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ and $\mathbf{v}^{n}$ is a velocity for $\sigma^{n}$ such that for each $t \in[0, T]\left\{\sigma_{t}^{n}\right\}_{n}$ converges narrowly to $\sigma_{t}$. Suppose

$$
c=\sup _{t, n}\left\{\| \mathbf{v}_{t}^{n}| |_{\sigma_{t}^{n}} \mid n \in \mathbb{N}, t \in[0, T]\right\}<\infty
$$

Then
(i) $\left\{X_{H^{\sigma^{n}}}\right\}_{n}$ converges uniformly to $X_{H^{\sigma}}$ on $[0, T] \times \mathbb{T}^{d} \times \mathbb{R}^{d}$.
(ii) $\left\{\Phi^{\sigma^{n}}\right\}_{n}$ converges locally uniformly to $\Phi^{\sigma}$ on $[0, T] \times \mathbb{T}^{d} \times \mathbb{R}^{d}$.

Proof. (i) Since for each $t \in[0, T],\left\{\sigma_{t}^{n}\right\}_{n}$ converges narrowly to $\sigma_{t}$ we obtain that $\left\{\nabla \bar{H}^{\sigma^{n}}\right\}_{n}$ converges pointwise to $\nabla \bar{H}^{\sigma}$. We apply Lemma 4.1 to $\left\{X_{\bar{H}^{\sigma^{n}}}\right\}_{n}$ and use the compact embedding of $W^{1, \infty}\left([0, T] \times \mathbb{T}^{d}\right)$ into $C\left([0, T] \times \mathbb{T}^{d}\right)$ to conclude that $\left\{X_{\bar{H}^{\sigma^{n}}}\right\}_{n}$ converges uniformly to $X_{\bar{H}^{\sigma}}$ on $[0, T] \times \mathbb{T}^{d}$. This proves (i).
(ii) By (4.4-4.6) if $K \subset \mathbb{R}^{d}$ then $\left\{\Phi^{\sigma^{n}}\right\}_{n}$ is precompact for the uniform convergence on $[0, T] \times \mathbb{T}^{d} \times K$. If a subsequence of $\left\{\Phi^{\sigma^{n}}\right\}_{n}$ converges uniformly on $[0, T] \times \mathbb{T}^{d} \times K$ to a function $\Phi$, then by (i) $\Phi=\Phi^{\sigma}$.
4.2. The Hamiltonian flows restricted to subsets of the cotangent bundle. For $\nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$, set

$$
S_{t}^{\sigma, \nu}=\pi_{\mathbb{T}^{d}} \circ \Phi_{t}^{\sigma}\left(\cdot, \nabla_{\mu} \mathcal{U}_{0}(\nu)\right)
$$

Since $\Phi_{t}^{\sigma}(q+l, p)=\Phi_{t}^{\sigma}(q, p)+l$ for all $q, p \in \mathbb{R}^{d}$ and all $l \in \mathbb{Z}^{d}$ we conclude that

$$
\begin{equation*}
S_{t}^{\sigma, \nu}(q+l)=S_{t}^{\sigma, \nu}(q)+l \tag{4.9}
\end{equation*}
$$

Hence we can view $S_{t}^{\sigma, \nu}$ as a map of $\mathbb{T}^{d}$ into $\mathbb{T}^{d}$.
Note that

$$
\begin{equation*}
\dot{S}_{t}^{\sigma, \nu}(q)=\nabla_{\mu} \mathcal{U}_{0}(\nu)+\int_{0}^{t} \nabla\left(V+W * \sigma_{\tau}\right)\left(S_{\tau}^{\sigma, \nu}(q)\right) d \tau \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{S}_{t}^{\sigma, \nu}=\nabla\left(V+W * \sigma_{t}\right) \circ S_{t}^{\sigma, \nu} \tag{4.11}
\end{equation*}
$$

We use (U1) and Equations (4.4), (4.11) to obtain

$$
\begin{align*}
& \sup _{\sigma, \nu, T}\left\{\left\|\nabla_{t, q} \dot{S}^{\sigma, \nu}\right\|_{\infty}+\left\|\nabla_{q q}^{2} S^{\sigma, \nu}\right\|_{\infty} \mid T \in(0,1], \sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right), \nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)\right\} \\
& <\infty \tag{4.12}
\end{align*}
$$

Remark 6. If $t \in[0, T], \sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ and $\nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ then $S_{t}^{\sigma, \nu}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is surjective.

Proof. Fix arbitrary $y \in \mathbb{R}^{d}$. Choose $r>1$ large enough so that $T s_{\infty}<r$ and $2|y|<r$. If $q \in \partial B_{2 r}$, the boundary of the closed ball in $\mathbb{R}^{d}$ of radius $2 r$, centered at the origin, then by the Mean Value Theorem there exists $\theta \in(0, t)$ such that $S_{t}^{\sigma, \nu} q=q+t \dot{S}_{\theta}^{\sigma, \nu} q$. Hence by Equation (4.5)

$$
\left|S_{t}^{\sigma, \nu} q\right| \geq|q|-t s_{\infty}>2 r-r=r>|y| .
$$

This proves that $y \notin S_{t}^{\sigma, \nu}\left(\partial B_{2 r}\right)$ and so, $f(t):=\operatorname{deg}\left(S_{t}^{\sigma, \nu}, B_{2 r}, y\right)$, the topological degree of $S_{t}^{\sigma, \nu}$ on $\bar{B}_{2 R}$ at $y$, is a well-defined continuous function of $t$. Since $f(t)$ assumes only integer values and $f(0)=1$, we conclude that $f(t) \equiv 1$. Thus, $y$ belongs to the range of $S_{t}^{\sigma, \nu}$ (cf. e.g. [37]).

The identity

$$
S_{t}^{\sigma, \nu}=\mathbf{i} d+\int_{0}^{t} \dot{S}_{\tau}^{\sigma, \nu} d \tau
$$

yields

$$
\begin{equation*}
\nabla S_{t}^{\sigma, \nu}=I_{d}+\int_{0}^{t} \nabla\left(\dot{S}_{\tau}^{\sigma, \nu}\right) d \tau \tag{4.13}
\end{equation*}
$$

We combine (4.12) and (4.13) to obtain a constant $C_{\mathcal{U}_{0}, V, W}$ such that

$$
\begin{equation*}
\left\|\nabla S_{t}^{\sigma, \nu}-I_{d}\right\| \leq t C_{\mathcal{U}_{0}, V, W} \tag{4.14}
\end{equation*}
$$

for all $t \in[0, T]$. Hence there is $T_{*} \in(0,1]$ such that if $T \leq T_{*}$ then

$$
\begin{equation*}
\operatorname{det} \nabla S_{t}^{\sigma, \nu} \geq \frac{1}{2} \tag{4.15}
\end{equation*}
$$

for all $\sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right), \nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ and all $t \in[0, T]$.
Theorem 4.2. Suppose $0<T \leq T_{*}$. Then
(i) $S_{t}^{\sigma, \nu}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a bijection for $\sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right), \nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ and $t \in[0, T]$.
(ii) Denote by $R_{t}^{\sigma, \nu}$ the inverse of $S_{t}^{\sigma, \nu}$. We have

$$
\sup _{\sigma, \nu, T}\left\{\left\|\nabla_{(t, q)} R^{\sigma, \nu}\right\|_{\infty} \mid \sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right), \nu \in \mathcal{P}\left(\mathbb{T}^{d}\right), T \in\left(0, T_{*}\right]\right\}<\infty
$$

Proof. (i) In light of Remark 6, it suffices to show that if $r_{0}>0$ and $y \in \bar{B}_{r_{0}}$, where $\bar{B}_{r_{0}}$ is the closed ball of radius $r_{0}$, then for all $r$ large enough, the equation $y=S_{t}^{\sigma, \nu} q$ admits at most one solution in $\bar{B}_{2 r}$. By (4.12), $\nabla_{(t, q)} S^{\sigma, \nu}$ is of class $W^{1, \infty}$ and so, $S^{\sigma, \nu}$ is of class $C^{1}$. Inequality (4.15), combined with the fact that $\operatorname{deg}\left(S_{t}^{\sigma, \nu}, \bar{B}_{2 r}, y\right)=1$ (cf. e.g. [37]), implies the existence of a unique $q \in \bar{B}_{2 r}$ such that $y=S_{t}^{\sigma, \nu} q$. This concludes the proof of (i).
(ii) Since $S_{t}^{\sigma, \nu}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is an invertible function of class $C^{1}$ with a positive determinant, its inverse $R_{t}^{\sigma, \nu}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is of class $C^{1}$. We have

$$
\nabla R_{t}^{\sigma, \nu}=\frac{\left(\operatorname{cof} \nabla S_{t}^{\sigma, \nu}\right)^{T}}{\operatorname{det} \nabla S_{t}^{\sigma, \nu}}\left(R_{t}^{\sigma, \nu}\right), \quad \dot{R}_{t}^{\sigma, \nu}=-\nabla R_{t}^{\sigma, \nu} \dot{S}_{t}^{\sigma, \nu}\left(R_{t}^{\sigma, \nu}\right)
$$

Hence, exploiting (4.10), (4.12), (4.14) and (4.15) one concludes the proof of (ii).
We define

$$
\mathbf{v}_{t}^{\sigma, \nu} y=\dot{S}_{t}^{\sigma, \nu}\left(R_{t}^{\sigma, \nu} y\right) \quad t \in[0, T], y \in \mathbb{R}^{d}
$$

Using (4.5), (4.12) and Theorem 4.2 (ii) we conclude that

$$
\begin{equation*}
\sup _{\sigma, \nu, T}\left\{\left\|\nabla_{(t, q)} \mathbf{v}^{\sigma, \nu}\right\|_{\infty} \mid \sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right), \nu \in \mathcal{P}\left(\mathbb{T}^{d}\right), T \in\left(0, T_{*}\right]\right\}<\infty \tag{4.16}
\end{equation*}
$$

Lemma 4.3. Suppose $\left\{\nu^{n}\right\}_{n} \subset \mathcal{P}\left(\mathbb{T}^{d}\right)$ converges narrowly to $\nu$ and $0<T \leq T_{*}$. Suppose $\{\sigma\} \cup\left\{\sigma^{n}\right\}_{n} \subset A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$, $\left\{\sigma_{t}^{n}\right\}_{n}$ converges narrowly to $\sigma_{t}$ for every $t \in[0, T]$ and

$$
\sup _{n} \int_{0}^{T}\left|\left(\sigma^{n}\right)^{\prime}\right|^{2}(t) d t<\infty
$$

Then $\left\{S^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $S^{\sigma, \nu}$ on $[0, T] \times \mathbb{T}^{d}$ and $\left\{\mathbf{v}^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $\mathbf{v}^{\sigma, \nu}$ on $[0, T] \times \mathbb{R}^{d}$.

Proof. Assumption (U1) ensures that the ranges of the $\nabla_{\mu} \mathcal{U}_{0}\left(\nu^{n}\right)$ are contained in a ball whose radius is independent of $n$. Next, (U2) and Corollary 1 ensure that $\left\{S^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $S^{\sigma, \nu}$ on $[0, T] \times \mathbb{T}^{d}$ and $\left\{\dot{S}^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $\dot{S}^{\sigma, \nu}$ on $[0, T] \times \mathbb{T}^{d}$. Thus, $\left\{S^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $S^{\sigma, \nu}$ on $[0, T] \times \mathbb{R}^{d}$ and $\left\{\dot{S}^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $\dot{S}^{\sigma, \nu}$ on $[0, T] \times \mathbb{R}^{d}$. We conclude that $\left\{R^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $R^{\sigma, \nu}$ on $[0, T] \times \mathbb{T}^{d}$ and so, it converges on $[0, T] \times \mathbb{R}^{d}$. These facts show that $\left\{\mathbf{v}^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $\mathbf{v}^{\sigma, \nu}$ on $[0, T] \times \mathbb{R}^{d}$.
5. Many particle Hamiltonian systems. As in Section 4 we assume throughout this section that

> (U1) and (U2) hold, together with (4.1).

We define on $\mathcal{P}\left(\mathbb{T}^{d}\right)$

$$
\mathcal{V}(\mu)=\int_{\mathbb{T}^{d}} V d \mu, \quad \mathcal{W}(\mu)=\frac{1}{2} \int_{\mathbb{T}^{d}} W * \mu d \mu
$$

We define the Lagrangian $L$ and the Hamiltonian $H$

$$
L(\mu, \mathbf{v})=\frac{1}{2}\|\mathbf{v}\|_{\mu}^{2}-\mathcal{V}(\mu)-\mathcal{W}(\mu), \quad H(\mu, \mathbf{v})=\frac{1}{2}\|\mathbf{v}\|_{\mu}^{2}+\mathcal{V}(\mu)+\mathcal{W}(\mu)
$$

for $\mu \in \mathcal{P}\left(\mathbb{T}^{d}\right), \mathbf{v} \in L^{2}(\mu)$ and we define the value function

$$
\begin{equation*}
\mathcal{U}(t, \nu)=\inf _{(\sigma, \mathbf{v})}\left\{\int_{0}^{t} L\left(\sigma_{s}, \mathbf{v}_{s}\right) d s+\mathcal{U}_{0}\left(\sigma_{0}\right) \mid \sigma_{t}=\nu\right\} \tag{5.1}
\end{equation*}
$$

We also define the costs

$$
\begin{equation*}
C_{0}^{t}(\mu, \nu)=\inf _{(\sigma, \mathbf{v})}\left\{\int_{0}^{t} L\left(\sigma_{s}, \mathbf{v}_{s}\right) d s \mid \sigma_{0}=\mu, \sigma_{t}=\nu\right\} \tag{5.2}
\end{equation*}
$$

In Equations (5.1-5.2) the infimum is taken over the set of pairs $(\sigma, \mathbf{v})$ such that $\sigma \in A C_{2}\left(0, t ; \mathcal{P}_{2}\left(\mathbb{T}^{d}\right)\right)$ and $\mathbf{v}$ is a velocity for $\sigma$.

If $x^{1}, \cdots, x^{n} \in \mathbb{R}^{d}$ we set

$$
U_{0}^{n}\left(x^{1}, \cdots, x^{n}\right)=\mathcal{U}_{0}\left(\mu^{\mathbf{x}}\right), \quad \text { where } \quad \mu^{\mathbf{x}}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{x^{i}}
$$

We further assume that for all integers $n \geq 1$
(U3) $U_{0}^{n} \in C^{3}\left(\left(\mathbb{T}^{d}\right)^{n}\right)$ and for all $x^{1}, \cdots, x^{n} \in \mathbb{R}^{d}$

$$
\begin{equation*}
\frac{1}{n} \nabla_{\mu} \mathcal{U}_{0}\left(\mu^{\mathbf{x}}\right)\left(x^{i}\right)=\nabla_{x^{i}} U_{0}^{n}\left(x^{1}, \cdots, x^{n}\right) \tag{5.3}
\end{equation*}
$$

5.1. Uniform estimates for finite dimensional systems. In this subsection we review results of the theory of finite dimensional dynamical systems which can be found in [10] or [31] and then provide uniform estimate on dynamical systems consisting of finitely many indistinguishable particles.

For $t \in(0, T]$ we define

$$
U^{n}(t, \mathbf{x})=\frac{1}{n} \min _{\mathbf{r}}\left\{\sum_{i=1}^{n} \int_{0}^{t}\left(\frac{1}{2}\left|\dot{r}^{i}\right|^{2}-V\left(r^{i}\right)-\frac{1}{2 n} \sum_{j=1}^{n} W\left(r^{i}-r^{j}\right)\right) d s+U_{0}^{n}(\mathbf{r}(0))\right\}
$$

where the minimum is performed over the set of $\mathbf{r} \in W^{1,2}\left(0, t ;\left(\mathbb{T}^{d}\right)^{n}\right)$ such that $\mathbf{r}(t)=\mathbf{x}$. Observe that $U^{n}(t, \mathbf{x})$ is invariant under the permutation of the $x^{i}$ 's and so, we can define

$$
\mathcal{U}^{n}\left(t, \mu^{\mathbf{x}}\right):=U^{n}(t, \mathbf{x}) .
$$

There exists $\mathbf{r}^{n} \in W^{1,2}\left(0, t ;\left(\mathbb{T}^{d}\right)^{n}\right)$ which achieves the minimum in $U^{n}(t, \mathbf{x})$. We have

$$
\begin{equation*}
\ddot{r}_{s}^{n, i}=-\nabla V\left(r_{s}^{n, i}\right)-\frac{1}{n} \sum_{i=1}^{n} \nabla W\left(r_{s}^{n, i}-r_{s}^{n, j}\right) \quad(i=1, \cdots, n) \tag{5.4}
\end{equation*}
$$

We set

$$
\sigma_{s}^{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{r_{s}^{n, i}}, \quad \mathbf{v}_{s}^{n}=\frac{1}{n} \sum_{i=1}^{n} \dot{r}_{s}^{n, i} \delta_{r_{s}^{n, i}} .
$$

In general, we have $1 / n \dot{\mathbf{r}}_{0}^{n}$ belongs to the super differential of $U_{0}^{n}$ at $\mathbf{r}_{0}^{n}$. Since $U_{0}^{n}$ is assumed to be differentiable we have, thanks to Equation (5.3)

$$
\begin{equation*}
\dot{r}_{0}^{n, i}=\nabla_{\mu} \mathcal{U}_{0}\left(\mu^{\mathbf{r}_{0}^{n}}\right)\left(r_{0}^{n, i}\right) \tag{5.5}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left(r_{t}^{n, i}, \dot{r}_{t}^{n, i}\right)=\Phi_{t}^{\sigma^{n}}\left(r_{0}^{n, i}, \nabla_{\mu} \mathcal{U}_{0}\left(\mu^{\mathbf{r}_{0}^{n}}\right)\left(r_{0}^{n, i}\right)\right) \tag{5.6}
\end{equation*}
$$

and so,

$$
\begin{equation*}
\sigma_{t}^{n}=\left(S_{t}^{\sigma^{n}, \sigma_{0}^{n}}\right)_{\#} \sigma_{0}^{n} \quad \text { and } \quad \mathbf{v}_{t}^{n}=\mathbf{v}_{t}^{\sigma^{n}, \sigma_{0}^{n}} \tag{5.7}
\end{equation*}
$$

Equations (4.5), (4.6), (5.6) and (5.7) yield

$$
\begin{equation*}
\frac{1}{n}\left|\dot{\mathbf{r}}_{t}^{n}\right|^{2}=\left\|\mathbf{v}_{t}^{\sigma^{n}, \sigma_{0}^{n}}\right\|_{\sigma^{n}}^{2} \leq s_{\infty} \tag{5.8}
\end{equation*}
$$

By the fact that $V, W \in C^{3}\left(\mathbb{T}^{d}\right)$ there exists a constant $C>0$ such that

$$
-C \leq \nabla^{2} V, \nabla^{2} W \leq C
$$

If $x^{1}, \cdots, x^{n}, y^{1}, \cdots, y^{n} \in \mathbb{R}^{d}$ permuting the order of the $y^{i}$ 's if necessary, we may assume that

$$
\frac{1}{n} \sum_{i=1}^{n}\left|x^{i}-y^{i}\right|^{2}=W_{2}^{2}\left(\mu^{\mathbf{x}}, \mu^{\mathbf{y}}\right)
$$

Set

$$
\gamma^{n}:=\frac{1}{n} \sum_{i=1}^{n} \delta_{\left(x^{i}, y^{i}\right)}
$$

We have $\gamma^{n} \in \Gamma_{o}\left(\mu^{\mathbf{x}}, \mu^{\mathbf{y}}\right)$. Furthermore,

$$
\mathcal{V}\left(\mu^{\mathbf{y}}\right)-\mathcal{V}\left(\mu^{\mathbf{x}}\right)=\frac{1}{n} \sum_{i=1}^{n} V\left(y^{i}\right)-\frac{1}{n} \sum_{i=1}^{n} V\left(x^{i}\right)
$$

$$
\geq \frac{1}{n} \sum_{i=1}^{n}\left\langle\nabla V\left(x^{i}\right), y^{i}-x^{i}\right\rangle-\frac{C}{2 n} \sum_{i=1}^{n}\left|y^{i}-x^{i}\right|^{2}
$$

which means

$$
\begin{equation*}
\mathcal{V}\left(\mu^{\mathbf{y}}\right) \geq \mathcal{V}\left(\mu^{\mathbf{x}}\right)+\int_{\mathbb{T}^{d} \times \mathbb{T}^{d}}\left\langle\nabla_{\mu} \mathcal{V}\left(\mu^{\mathbf{x}}\right)(q), r-q\right\rangle \gamma^{n}(d q, d r)-\frac{C}{2} W_{2}^{2}\left(\mu^{\mathbf{x}}, \mu^{\mathbf{y}}\right) \tag{5.9}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\mathcal{V}\left(\mu^{\mathbf{y}}\right) \leq \mathcal{V}\left(\mu^{\mathbf{x}}\right)+\int_{\mathbb{T}^{d} \times \mathbb{T}^{d}}\left\langle\nabla_{\mu} \mathcal{V}\left(\mu^{\mathbf{x}}\right)(q), r-q\right\rangle \gamma^{n}(d q, d r)+\frac{C}{2} W_{2}^{2}\left(\mu^{\mathbf{x}}, \mu^{\mathbf{y}}\right) \tag{5.10}
\end{equation*}
$$

For $\mathcal{W}$, we lose the coefficient $1 / 2$ in front of $C$ to obtain

$$
\begin{equation*}
\left|\mathcal{W}\left(\mu^{\mathbf{y}}\right)-\mathcal{W}\left(\mu^{\mathbf{x}}\right)-\int_{\mathbb{T}^{d} \times \mathbb{T}^{d}}\left\langle\nabla_{\mu} \mathcal{W}\left(\mu^{\mathbf{x}}\right)(q), r-q\right\rangle \gamma^{n}(d q, d r)\right| \leq C W_{2}^{2}\left(\mu^{\mathbf{x}}, \mu^{\mathbf{y}}\right) \tag{5.11}
\end{equation*}
$$

Since $\mathcal{P}\left(\mathbb{T}^{d}\right)$ is a bounded set, Theorem 6.1 yields that $U$ is a $\kappa_{T}$-Lipschitz function on $[0, T] \times \mathcal{P}\left(\mathbb{T}^{d}\right)$, where $\kappa_{T}$ depends only on $T$ and the Lipschitz constant of $\mathcal{U}_{0}$. The bounds in Equations (5.8-5.11) are what is needed to obtain the following standard theorem with uniform estimates in $n$.

Theorem 5.1. For $t \in[0, T]$
(i)

$$
\mathcal{U}^{n}\left(t, \sigma_{t}^{n}\right)=\mathcal{U}_{0}^{n}\left(\sigma_{0}^{n}\right)+\int_{0}^{t}\left(\frac{1}{2}\left|\left(\sigma^{n}\right)^{\prime}\right|^{2}(s)-\mathcal{V}\left(\sigma_{s}^{n}\right)-\mathcal{W}\left(\sigma_{s}^{n}\right)\right) d s
$$

(ii) The Lipschitz constant of $\mathcal{U}^{n}$ on $[0, T] \times \mathcal{P}\left(\mathbb{T}^{d}\right)$ is less than or equal to $\kappa_{T}$.
(iii) If $\mu^{\mathbf{y}} \in \mathcal{P}^{n}\left(\mathbb{T}^{d}\right)$ and $t \in(0, T)$ then there exists $\gamma_{t}^{n} \in \Gamma_{o}\left(\sigma_{t}^{n}, \mu^{\mathbf{y}}\right)$ such that

$$
\left|\mathcal{U}^{n}\left(t, \mu^{\mathbf{y}}\right)-\mathcal{U}^{n}\left(t, \sigma_{t}^{n}\right)-\int_{\mathbb{T}^{d} \times \mathbb{T}^{d}}\left\langle\mathbf{v}_{t}^{n}(q), r-q\right\rangle \gamma_{t}^{n}(d q, d r)\right| \leq \frac{4(C+1)}{t} W_{2}^{2}\left(\sigma_{t}^{n}, \mu^{\mathbf{y}}\right)
$$

Proof. (i) The optimality of $\mathbf{r}^{n}$ in $U^{n}(T, \cdot)$ yields (i).
(ii) The standard theory of Hamiltonian systems ensures that (ii) holds with uniform estimates resulting from Equation (5.8) and the fact that the diameter of $\mathcal{P}\left(\mathbb{T}^{d}\right)$ is finite. However, a proof of (ii) in a more general setting has been provided in Subsection 6.3.
(iii) Under conditions (5.9-5.11) the theory of Hamiltonian systems yields (iii).

By the fact that $\mathcal{P}^{n}\left(\mathbb{T}^{d}\right) \subset \mathcal{P}\left(\mathbb{T}^{d}\right)$ we have that

$$
\begin{equation*}
\mathcal{U}^{n} \geq \mathcal{U} \quad \text { on } \quad[0, T] \times \mathcal{P}^{n}\left(\mathbb{T}^{d}\right) \tag{5.12}
\end{equation*}
$$

Set

$$
\breve{\mathcal{U}}^{n}(s, \nu)=\inf _{t, \mu}\left\{\mathcal{U}^{n}(t, \mu)+\kappa_{T}\left(|s-t|+W_{2}(\mu, \nu)\right) \mid t \in[0, T], \mu \in \mathcal{P}^{n}\left(\mathbb{T}^{d}\right)\right\} .
$$

Note that $\breve{U}^{n}$ is a Lipschitz extension of $\mathcal{U}^{n}$ over $[0, T] \times \mathcal{P}\left(\mathbb{T}^{d}\right)$, with a Lipschitz constant less than or equal to $\kappa_{T}$.
5.2. Optimal paths and their properties. Fix $\mu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$. The goal of this subsection is to construct a special path $\sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ such that

$$
\mathcal{U}(T, \mu)-\mathcal{U}_{0}\left(\sigma_{0}\right)=\int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t
$$

and along which $\mathcal{U}$ is differentiable.
We choose a $\mu^{n}=1 / n \sum_{i=1}^{n} \delta_{x^{n, i}}$ such that $\left\{\mu^{n}\right\}_{n}$ converges to $\mu$ in the $W_{2-}$ metric (cf. Lemma 8.2). Let $\left\{\sigma^{n}\right\}_{n}$ be the optimal paths obtained in Subsection 5.1. The metric $W_{2}$ being bounded on $\mathcal{P}\left(\mathbb{T}^{d}\right)$, thanks to Proposition 2 there exists an increasing sequence of integers $\left\{n_{k}\right\}_{k}$ (depending on $\mu$ ) and paths $\sigma^{\mu} \in$ $A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ such that for all $t \in[a, b],\left\{\sigma_{t}^{n_{k}}\right\}_{k}$ converges narrowly to $\sigma_{t}^{\mu}$. Futhermore, (3.3) holds.

Note that $\left|\breve{\mathcal{U}}^{n}(0, \cdot)\right| \leq\left\|\mathcal{U}_{0}\right\|_{\infty}$. Since for each $\breve{\mathcal{U}}^{n}$ is $\kappa_{T}$-Lipschitz, we obtain that $\left\{\breve{\mathcal{U}}^{n}\right\}_{n}$ is equicontinuous and bounded in $[0, T] \times \mathcal{P}\left(\mathbb{T}^{d}\right)$. The latter set being compact (cf. [43]), we use the Ascoli-Arzela Theorem to obtain that $\left\{\breve{\mathcal{U}}^{n}\right\}_{n}$ is precompact for the uniform convergence. Any of its points of accumulation will be $\kappa_{T}$-Lipschitz.

Theorem 5.2. The following hold:
(i) the sequence $\left\{\breve{\mathcal{U}}^{n}\right\}_{n}$ converges uniformly to $\mathcal{U}$ on $[0, T] \times \mathcal{P}\left(\mathbb{T}^{d}\right)$ as $n \rightarrow \infty$.
(ii) There exists $\sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ such that

$$
\left(S_{t}^{\sigma, \sigma_{0}}\right)_{\#} \sigma_{0}=\sigma_{t}
$$

and

$$
\begin{equation*}
\mathcal{U}(T, \mu)=\mathcal{U}_{0}\left(\sigma_{0}\right)+\int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}^{\sigma, \sigma_{0}}\right) d t \tag{5.13}
\end{equation*}
$$

(iii) $\mathbf{v}_{t}^{\sigma, \sigma_{0}}$ is the velocity of minimal norm for $\sigma$.
(iv) If $\nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ and $t \in(0, T)$ then there exists $\gamma_{t} \in \Gamma_{o}\left(\sigma_{t}, \nu\right)$ such that

$$
\left|\mathcal{U}(t, \nu)-\mathcal{U}\left(t, \sigma_{t}\right)-\int_{\mathbb{T}^{d} \times \mathbb{T}^{d}}\left\langle\mathbf{v}_{t}^{\sigma, \sigma_{0}}(q), r-q\right\rangle \gamma_{t}(d q, d r)\right| \leq \frac{4(C+1)}{t} W_{2}^{2}\left(\sigma_{t}, \nu\right)
$$

Proof. (i) Let $\breve{\mathcal{U}}$ be a point of accumulation of $\left\{\breve{\mathcal{U}}^{n}\right\}_{n}$ for the uniform convergence, so that a subsequence of $\left\{\breve{\mathcal{U}}^{n}\right\}_{n}$ converges to $\breve{\mathcal{U}}$. To alleviate the notation we assume that the whole sequence $\left\{\breve{\mathcal{U}}^{n}\right\}_{n}$ converges to $\breve{\mathcal{U}}$ and will show that $\breve{\mathcal{U}}=\mathcal{U}$.

Fix $\nu \in \mathcal{P}\left(\mathbb{T}^{d}\right)$ and $t \in[0, T]$. Then choose $\nu^{n} \in \mathcal{P}^{n}\left(\mathbb{T}^{d}\right)$ such that $\left\{\nu^{n}\right\}_{n}$ converges to $\nu$ in the $W_{2}$-metric. We use Equation (5.12) to conclude that up to an appropriate subsequence

$$
\begin{equation*}
\breve{\mathcal{U}}(t, \nu)=\lim _{n \rightarrow \infty} \mathcal{U}^{n}\left(t, \nu^{n}\right) \geq \lim _{n \rightarrow \infty} \mathcal{U}\left(t, \nu^{n}\right)=\mathcal{U}(t, \nu) \tag{5.14}
\end{equation*}
$$

Above, we have used the fact that $\mathcal{U}$ is Lipschitz as stated right before Theorem 5.1.

Let $\delta$ be an arbitrary positive number and let $\sigma \in A C_{2}\left(0, t ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ be such that $\sigma_{t}=\nu$ and

$$
\begin{equation*}
\mathcal{U}(t, \nu) \geq-\delta+\mathcal{U}_{0}\left(\sigma_{0}\right)+\int_{0}^{t}\left(\frac{1}{2}\left|\sigma^{\prime}\right|^{2}(s)-\int_{\mathbb{T}^{d}}\left(V+\frac{1}{2} W * \sigma_{s}\right) d \sigma_{s}\right) d s \tag{5.15}
\end{equation*}
$$

By Lemma 8.2 there exist $\bar{\sigma}^{n} \in A C_{2}\left(0, T ; \mathcal{P}^{n}\left(\mathbb{T}^{d}\right)\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{s \in[0, t]} W_{2}\left(\sigma_{s}, \bar{\sigma}_{s}^{n}\right)=0 \quad \text { and }\left.\quad \lim _{n \rightarrow \infty}\left|\int_{0}^{T}\right|\left(\bar{\sigma}^{n}\right)^{\prime}\right|^{2}(s) d s-\int_{0}^{T}\left|\sigma^{\prime}\right|^{2}(s) d s \mid=0 \tag{5.16}
\end{equation*}
$$

Furthermore, we can find $\bar{x}^{n, i} \in A C_{2}\left(0, T, \mathbb{T}^{d}\right)(i=1, \cdots, n)$ such that

$$
\bar{\sigma}_{s}^{n}=\frac{1}{n} \sum_{i=1}^{n} \delta_{\bar{x}^{n, i}(s)}, \quad \text { and } \quad\left|\left(\bar{\sigma}^{n}\right)^{\prime}\right|^{2}(s)=\frac{1}{n} \sum_{i=1}^{n}\left|\dot{\bar{x}}^{n, i}\right|^{2}(s) .
$$

Thus,

$$
\begin{equation*}
\mathcal{U}^{n}\left(t, \bar{\sigma}_{t}^{n}\right)-\mathcal{U}_{0}\left(\bar{\sigma}_{0}^{n}\right) \leq \int_{0}^{t}\left(\frac{1}{2}\left|\left(\bar{\sigma}^{n}\right)^{\prime}\right|^{2}(s)-\int_{\mathbb{T}^{d}}\left(V+\frac{1}{2} W * \bar{\sigma}_{s}^{n}\right) d \bar{\sigma}_{s}^{n}\right) d s \tag{5.17}
\end{equation*}
$$

We first combine (5.15) and the second identity in (5.16) and then combine the first identity in (5.16) and (5.17) to obtain

$$
\begin{align*}
\mathcal{U}(t, \nu) & \geq-\delta+\mathcal{U}_{0}\left(\sigma_{0}\right)+\lim _{n \rightarrow \infty} \int_{0}^{t}\left(\frac{1}{2}\left|\left(\bar{\sigma}^{n}\right)^{\prime}\right|^{2}(s)-\int_{\mathbb{T}^{d}}\left(V+\frac{1}{2} W * \bar{\sigma}_{s}^{n}\right) d \bar{\sigma}_{s}^{n}\right) d s \\
& \geq-\delta+U_{0}\left(\sigma_{0}\right)+\limsup _{n \rightarrow \infty} \mathcal{U}^{n}\left(t, \sigma_{t}^{n}\right)-\mathcal{U}_{0}\left(\sigma_{0}^{n}\right) \\
& =-\delta+\breve{\mathcal{U}}\left(t, \sigma_{t}\right) \tag{5.18}
\end{align*}
$$

Since $\delta$ is an arbitrary positive number, (5.14) and (5.18) establish (i).
(ii) We use (5.8), the fact that $W_{2}$ is uniformly bounded on $\mathcal{P}\left(\mathbb{T}^{d}\right)$ in Proposition 2 to obtain $\sigma \in A C_{2}\left(0, T ; \mathcal{P}\left(\mathbb{T}^{d}\right)\right)$ and an increasing sequence of integers $\left\{n_{k}\right\}_{k}$ such that for all $t \in[0, T],\left\{\sigma_{t}^{n_{k}}\right\}_{k}$ converges narrowly to $\sigma_{t}$. To alleviate the notation, we assume that the whole sequence converges. By assumption (U2), $\left\{\nabla_{\mu} \mathcal{U}_{0}\left(\sigma_{0}^{n}\right)\right\}_{n}$ converges uniformly $\nabla_{\mu} \mathcal{U}_{0}\left(\sigma_{0}\right)$ on $\mathbb{T}^{d}$. By Lemma 4.3, $\left\{S^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $S^{\sigma, \sigma_{0}}$ on $[0, T] \times \mathbb{T}^{d}$ and $\left\{\mathbf{v}^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $\mathbf{v}^{\sigma, \sigma_{0}}$ on $[0, T] \times \mathbb{R}^{d}$. By (5.7), $\left(S_{t}^{\sigma, \sigma_{0}}\right)_{\#} \sigma_{0}=\sigma_{t}$. We use Theorem 5.1 (i) to conclude the proof of (ii).
(iii) The fact that $\mathbf{v}^{\sigma^{n}, \nu^{n}}$ is a velocity for $\sigma^{n}$ implies that $\mathbf{v}^{\sigma, \sigma_{0}}$ is a velocity for $\sigma$. The optimality condition in Equation (5.13) imposes that $\mathbf{v}_{t}^{\sigma, \sigma_{0}}$ is the velocity of minimal norm for $\sigma$.
(iv) Let $\left\{\nu^{n}\right\}_{n} \subset \mathcal{P}\left(\mathbb{T}^{d}\right)$ be a sequence converging narrowly to $\nu$. For $t \in(0, T)$, Theorem 5.1 (iii) provides us with $\gamma_{t}^{n} \in \Gamma_{o}\left(\sigma_{t}^{n}, \nu^{n}\right)$ such that

$$
\begin{equation*}
\left|\mathcal{U}^{n}\left(t, \nu^{n}\right)-\mathcal{U}^{n}\left(t, \sigma_{t}^{n}\right)-\int_{\mathbb{T}^{d} \times \mathbb{T}^{d}}\left\langle\mathbf{v}_{t}^{n}(q), r-q\right\rangle \gamma_{t}^{n}(d q, d r)\right| \leq \frac{4(C+1)}{t} W_{2}^{2}\left(\sigma_{t}^{n}, \mu^{\mathbf{y}}\right) \tag{5.19}
\end{equation*}
$$

By Theorem 2.2, there exists a subsequence $\left\{\gamma_{t}^{n_{k}}\right\}_{k}$ (depending on $t$ ) that converges narrowly to some $\gamma_{t} \in \Gamma_{o}\left(\sigma_{t}, \nu\right)$. We use the fact that $\left\{\mathcal{U}^{n}\right\}_{n}$ converges uniformly, that $\left\{\mathbf{v}^{\sigma^{n}, \nu^{n}}\right\}_{n}$ converges uniformly to $\mathbf{v}^{\sigma, \sigma_{0}}$, and (5.19) to conclude the proof of (iv).

Remark 7. In fact Theorem 5.2 proves the following (we write $\mathbf{v}$ instead of $\mathbf{v}^{\sigma, \sigma_{0}}$ ):
(i) For each $t \in(0, T), \mathcal{U}_{t}$ is differentiable at $\sigma_{t}$,

$$
\nabla_{\mu} \mathcal{U}_{t}\left(\sigma_{t}\right)=\mathbf{v}_{t}
$$

and by (4.16), $\mathbf{v}$ is Lipschitz.
(ii) Since $\sigma^{\mu}$ satisfies the optimality condition (5.13), it then satisfies the PDEs (cf. [40])

$$
\partial_{t}(\sigma \mathbf{v})+\nabla \cdot(\sigma \mathbf{v} \otimes \mathbf{v})=-\sigma_{t} \nabla(V+W * \sigma)
$$

with the initial condition

$$
\mathbf{v}_{0}=\nabla_{\mu} \mathcal{U}_{0}\left(\sigma_{0}\right)
$$

6. Value functions and Hamilton Jacobi equations in the sense of differentials. In the previous sections we have used that $\mathcal{P}\left(\mathbb{T}^{d}\right)$ is compact for the Wasserstein metric, a property which fails for $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. The results obtained in this section do not require such a compactness property and so, in the sequel $M=\mathbb{R}^{d}$ or $M=\mathbb{T}^{d}$. We also consider the potential functions which are more general than the ones considered in the previous sections. We only assume that $\mathcal{W}: \mathcal{P}_{2}(M) \rightarrow \mathbb{R}$ be a Borel function that is bounded below on bounded sets of $\left(\mathcal{P}_{2}(M), W_{2}\right)$. The main results of this section are Proposition 5 and Theorems 6.1, 6.4.

If $\mu \in \mathcal{P}_{2}(M)$ and $\mathbf{v}, \zeta \in L^{2}(\mu)$, we define

$$
L(\mu, \mathbf{v})=\frac{1}{2}\|\mathbf{v}\|_{\mu}^{2}-\mathcal{W}(\mu) \quad \text { and } \quad H(\mu, \zeta)=\frac{1}{2}\|\zeta\|_{\mu}^{2}+\mathcal{W}(\mu)
$$

For $t \in(0, T]$ we define

$$
\begin{equation*}
\mathcal{U}(t, \nu)=\inf _{(\sigma, \mathbf{v})}\left\{\int_{0}^{t} L\left(\sigma_{s}, \mathbf{v}_{s}\right) d s+\mathcal{U}_{0}\left(\sigma_{0}\right) \mid \sigma_{t}=\nu\right\} \tag{6.1}
\end{equation*}
$$

where the infimum is taken over the set of pairs $(\sigma, \mathbf{v})$ such that $\sigma \in A C_{2}\left(0, t ; \mathcal{P}_{2}(M)\right)$ and $\mathbf{v}$ is a velocity for $\sigma$.
6.1. Conditions (I) and Lipschitz value function $\mathcal{U}(t, \cdot)$. Assume that $\mathcal{U}_{0}, \mathcal{W}$ : $\mathcal{P}_{2}(M) \rightarrow \mathbb{R}$ have a modulus of continuity $\omega \in C([0, \infty))$. In other words, $\omega$ is monotone nondecreasing, $\omega(0)=0 \leq \omega(y)$ for all $y \geq 0$ and

$$
\left|\mathcal{U}_{0}\left(\mu_{1}\right)-\mathcal{U}_{0}\left(\mu_{0}\right)\right|,\left|\mathcal{W}\left(\mu_{1}\right)-\mathcal{W}\left(\mu_{0}\right)\right| \leq \omega\left(W_{2}\left(\mu_{0}, \mu_{1}\right)\right)
$$

for all $\mu_{0}, \mu_{1} \in \mathcal{P}_{2}(M)$.
Proposition 3. Assume $\mathcal{U}$ has only finite values for $t \in(0, T]$ and $\mu \in \mathcal{P}_{2}(M)$. Under the assumption that $\mathcal{W}$ and $\mathcal{U}_{0}$ have $\omega$ as a modulus of continuity, $\mathcal{U}(t, \cdot)$ has $(t+1) \omega$ as a modulus of continuity. In particular, if $\mathcal{U}_{0}$ and $\mathcal{W}$ are l-Lipschitz then $\mathcal{U}(t, \cdot)$ is $(t+1) l$-Lipschitz.

Proof. Let $\epsilon$ be an arbitrary positive number and let $\nu_{0}, \nu_{1} \in \mathcal{P}_{2}(M)$. Interchanging $\nu_{0}$ with $\nu_{1}$ if necessary, we assume without loss of generality that $\mathcal{U}\left(t, \nu_{1}\right) \geq \mathcal{U}\left(t, \nu_{0}\right)$. Let $\sigma \in A C_{2}\left(0, t ; \mathcal{P}_{2}(M)\right)$ and let $\mathbf{v}$ be a velocity for $\sigma$ such that $\sigma_{0}=\mu_{1}, \sigma_{t}=\nu_{0}$ and

$$
\begin{equation*}
\mathcal{U}\left(t, \nu_{0}\right) \geq-\epsilon+\int_{0}^{t} L\left(\sigma_{s}, \mathbf{v}_{s}\right) d s+\mathcal{U}_{0}\left(\sigma_{0}\right) \tag{6.2}
\end{equation*}
$$

By Lemma 8.3 there exist $\sigma^{*} \in A C_{2}\left(0, t ; \mathcal{P}_{2}(M)\right)$ and a velocity $\mathbf{v}^{*}$ for $\sigma^{*}$ such that $\sigma_{t}^{*}=\nu_{1}$,

$$
\int_{0}^{t}\left\|\mathbf{v}_{s}^{*}\right\|_{\sigma_{s}^{*}}^{2} d s \leq \int_{0}^{t}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}}^{2} d s
$$

and for all $s \in[0, t]$

$$
\begin{equation*}
W_{2}\left(\sigma_{s}, \sigma_{s}^{*}\right) \leq W_{2}\left(\sigma_{t}, \sigma_{t}^{*}\right) \tag{6.3}
\end{equation*}
$$

We have
$\mathcal{U}\left(t, \nu_{1}\right) \leq \int_{0}^{t}\left(\frac{1}{2}\left\|\mathbf{v}_{s}^{*}\right\|_{\sigma_{s}^{*}}^{2}-\mathcal{W}\left(\sigma_{s}^{*}\right)\right) d s+\mathcal{U}_{0}\left(\sigma_{0}^{*}\right) \leq \int_{0}^{t}\left(\frac{1}{2}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}}^{2}-\mathcal{W}\left(\sigma_{s}^{*}\right)\right) d s+\mathcal{U}_{0}\left(\sigma_{0}^{*}\right)$.
This, together with (6.3), implies

$$
\begin{equation*}
\mathcal{U}\left(t, \nu_{1}\right) \leq \int_{0}^{t}\left(\frac{1}{2}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}}^{2}-\mathcal{W}\left(\sigma_{s}\right)+\omega\left(W_{2}\left(\sigma_{s}, \sigma_{s}^{*}\right)\right)\right) d s+\mathcal{U}_{0}\left(\sigma_{0}\right)+\omega\left(W_{2}\left(\sigma_{0}, \sigma_{0}^{*}\right)\right) \tag{6.4}
\end{equation*}
$$

We combine (6.2-6.4) to obtain

$$
\left|\mathcal{U}\left(t, \nu_{1}\right)-\mathcal{U}\left(t, \nu_{0}\right)\right| \leq \epsilon+(t+1) \omega\left(W_{2}\left(\sigma_{t}, \sigma_{t}^{*}\right)\right)=\epsilon+(t+1) \omega\left(W_{2}\left(\nu_{0}, \nu_{1}\right)\right)
$$

Since $\epsilon$ is an arbitrary positive number, this concludes the proof of the proposition.
6.2. Continuity of $(T, \mu, \nu) \rightarrow C_{0}^{T}(\mu, \nu)$ under conditions (II). We suppose $\mathcal{W}$ is a Borel function, bounded from below on balls. We suppose that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathcal{W}\left(\mu^{n}\right) \leq \mathcal{W}(\mu) \tag{6.5}
\end{equation*}
$$

for all bounded sequences $\left\{\mu^{n}\right\}_{n} \subset \mathcal{P}_{2}(M)$ that converge narrowly to $\mu$. We further assume there exist constants $C_{0}>0$ and $\beta \in[1,2)$ such that

$$
\begin{equation*}
\mathcal{W}(\mu) \leq C_{0}\left(1+\int_{M}|x|^{\beta} \mu(d x)\right) \tag{6.6}
\end{equation*}
$$

for all $\mu \in \mathcal{P}_{2}(M)$.
For $\epsilon_{0}>0$, let $D_{\epsilon_{0}}$ be a positive number depending only on $\epsilon_{0}$ and $\beta$ such that $|x|^{\beta} \leq \epsilon_{0}|x|^{2}+D_{\epsilon_{0}}$. Throughout this subsection we assume that

$$
\begin{equation*}
2 C_{0} \epsilon_{0} T^{2}<1 / 4 \tag{6.7}
\end{equation*}
$$

Set
$\bar{\lambda}(\mu)=C_{0}\left(1+D_{\epsilon_{0}}+2 \epsilon_{0} \int_{M}|x|^{2} \mu(d x)\right), \quad \lambda^{*}(T, \mu)=4\left(\bar{\lambda}(\mu)+L(\mu, \overrightarrow{0})+\frac{1}{T} \mathcal{U}_{0}(\mu)\right)$.
Since $\mathcal{W}$ is bounded from below on bounded sets, there exists a monotone nondecreasing function $\mathcal{W}^{o} \in C([0, \infty))$ such that for each $R>0$,

$$
\begin{equation*}
\mathcal{W}^{o}(R) \geq \sup _{\mu}\left\{-\left.\mathcal{W}(\mu)\left|\int_{M}\right| x\right|^{2} \mu(d x) \leq R^{2}\right\} \tag{6.8}
\end{equation*}
$$

Examples of $\mathcal{W}$ include

$$
\mathcal{W}(\mu)=\int_{M} \varphi(x) \mu(d x)+\int_{M \times M} \phi(x-y) \mu(d x) \mu(d y)
$$

where $\varphi, \phi \in C^{1}(M)$ are semiconcave and satisfy

$$
|\varphi(x)| \leq \frac{C_{0}}{2}\left(1+|x|^{\beta}\right) \quad \text { and } \quad|\phi(x)| \leq \frac{C_{0}}{4}\left(1+|x|^{\beta}\right)
$$

for all $x \in M$.
Remark 8. Let $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ be such that $\mathbf{v}$ is one of its velocities. We have

$$
\begin{equation*}
\mathcal{W}\left(\sigma_{t}\right) \leq \bar{\lambda}(\mu)+\frac{1}{4 T} \int_{0}^{T}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau \tag{6.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} L\left(\sigma_{t}, v_{t}\right) d t \geq-T \bar{\lambda}(\mu)+\frac{1}{4} \int_{0}^{T}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t . \tag{6.10}
\end{equation*}
$$

Let $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ has $\mathbf{v}$ as a velocity. First,

$$
\begin{equation*}
\int_{M}|z|^{\beta} \sigma_{t}(d z) \leq D_{\epsilon_{0}}+\epsilon_{0} \int_{M}|z|^{2} \sigma_{t}(d z) . \tag{6.11}
\end{equation*}
$$

We use Remark 1 and Hölder's inequality to obtain

$$
\begin{equation*}
W_{2}^{2}\left(\sigma_{t}, \delta_{\overrightarrow{0}}\right) \leq 2 W_{2}^{2}\left(\sigma_{s}, \delta_{\overrightarrow{0}}\right)+2 T \int_{0}^{T}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau . \tag{6.12}
\end{equation*}
$$

We have by (6.12)

$$
\begin{equation*}
\int_{M}|x|^{\beta} \sigma_{t}(d x) \leq D_{\epsilon_{0}}+2 \epsilon \int_{M}|x|^{2} \sigma_{s}(d x)+2 T \epsilon_{0} \int_{0}^{T}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau . \tag{6.13}
\end{equation*}
$$

Setting $s=T$ in (6.13) and using (6.6) we conclude that if $2 C_{0} \epsilon_{0} T^{2}<1 / 4$, then (6.9) holds. A direct integration over $[0, T]$ yields (6.10).

Proposition 4 (Existence of optimal paths and velocity estimate). Suppose $\mathcal{W}$ satisfies (6.5), $\mathcal{U}_{0}$ is bounded below by a constant $u_{-}$and lower semicontinuous for the narrow convergence topology. Then Equation (6.1) admits a minimizer ( $\sigma, \mathbf{v}$ ) such that $\mathbf{v}$ is the velocity of minimal norm for $\sigma$ and $H\left(\sigma_{t}, \mathbf{v}_{t}\right)$ is time independent. We have

$$
\begin{gather*}
W_{2}^{2}\left(\mu, \sigma_{t}\right) \leq T^{2} \lambda^{*}(T, \mu)-4 T u_{-},  \tag{6.14}\\
W_{2}^{2}\left(\sigma_{t}, \delta_{\overrightarrow{0}}\right) \leq 2 T^{2} \lambda^{*}(T, \mu)-8 T u_{-}+2 W_{2}^{2}\left(\mu, \delta_{\overrightarrow{0}}\right) . \tag{6.15}
\end{gather*}
$$

Furthermore,

$$
\begin{align*}
\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} & \leq \lambda^{*}(T, \mu)-\frac{6 u_{-}}{T}+2 \mathcal{W}^{o}\left(\sqrt{2 T^{2} \lambda^{*}(T, \mu)-8 T u_{-}+2 W_{2}^{2}\left(\mu, \delta_{\overrightarrow{0}}\right)}\right) \\
& +2 \bar{\lambda}(\mu)+\frac{1}{2} \lambda^{*}(T, \mu) . \tag{6.16}
\end{align*}
$$

Proof. The proof of Lemma 5.3 [42] can be adapted to obtain existence of a minimizer $(\sigma, \mathbf{v})$. Observe that $\mathbf{v}$ must be the velocity of minimal norm and so, by Proposition 3.11 [41], we may assume without loss of generality that $H\left(\sigma_{t}, \mathbf{v}_{t}\right)$ is time independent.

Existence of a minimizer $(\sigma, \mathbf{v})$ in (6.1) was proved in [41]. Setting

$$
\sigma_{t}^{*}=\mu, \quad \mathbf{v}_{t}^{*}=\overrightarrow{0}
$$

for all $t \in[0, T]$ we have

$$
\int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t+\mathcal{U}_{0}\left(\sigma_{0}\right)=\mathcal{U}(t, \mu) \leq \int_{0}^{T} L\left(\sigma_{t}^{*}, \mathbf{v}_{t}\right) d t+\mathcal{U}_{0}\left(\sigma_{0}^{*}\right)=T L(\mu, \overrightarrow{0})+\mathcal{U}_{0}(\mu) .
$$

We exploit (6.10) to conclude that

$$
\begin{equation*}
\int_{0}^{T}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t \leq T \lambda^{*}(T, \mu)-4 u_{-} . \tag{6.17}
\end{equation*}
$$

This, together with Remark 1 implies that (6.14) holds. We combine (6.12) (with $\sigma_{s}=\mu$ ) with (6.14) to obtain (6.15). Hence, by (6.8) and (6.15)

$$
\begin{equation*}
-\mathcal{W}\left(\sigma_{t}\right) \leq \mathcal{W}^{o}\left(\sqrt{2 T^{2} \lambda^{*}(T, \mu)-8 T u_{-}+2 W_{2}^{2}\left(\mu, \delta_{\overrightarrow{0}}\right)}\right) \tag{6.18}
\end{equation*}
$$

We use the first inequality in Remark 8 and (6.17) to conclude that

$$
\begin{equation*}
\mathcal{W}\left(\sigma_{t}\right) \leq \bar{\lambda}(\mu)+\frac{1}{4} \lambda^{*}(T, \mu)-\frac{u_{-}}{T} . \tag{6.19}
\end{equation*}
$$

By (6.17), the set of $t_{0} \in[0, T]$ such that

$$
\left\|\mathbf{v}_{t_{0}}\right\|_{\sigma_{t_{0}}}^{2} \leq \lambda^{*}(T, \mu)-\frac{4 u_{-}}{T}
$$

is a set of positive measure. Choose such a $t_{0}$ and use the fact that $H\left(\sigma_{t}, \mathbf{v}_{t}\right)$ is independent of $t$ to conclude
$\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2}=\left\|\mathbf{v}_{t_{0}}\right\|_{\sigma_{t_{0}}}^{2}+2\left(\mathcal{W}\left(\sigma_{t_{0}}\right)-\mathcal{W}\left(\sigma_{t}\right)\right) \leq \lambda^{*}(T, \mu)-\frac{4 u_{-}}{T}+2\left(\mathcal{W}\left(\sigma_{t_{0}}\right)-\mathcal{W}\left(\sigma_{t}\right)\right)$.
This together with (6.18) and (6.19) yields (6.16).
Remark 9 (The discrete case). Suppose $\mathcal{W}$ satisfies (6.5), $\mathcal{U}_{0}$ is bounded from below by a constant $u_{-}$and is lower semicontinuous for the narrow convergence topology. For an integer $n \geq 1, \mu \in \mathcal{P}^{n}(M)$ we define

$$
\begin{equation*}
\mathcal{U}^{n}(t, \mu)=\min _{(\sigma, \mathbf{v})}\left\{\int_{0}^{t} L\left(\sigma_{\tau}, \mathbf{v}_{\tau}\right) d \tau+\mathcal{U}_{0}(\mu) \mid \sigma_{t}=\mu\right\} \tag{6.20}
\end{equation*}
$$

where the minimum is performed over the set of $(\sigma, \mathbf{v})$ such that $\sigma \in A C_{2}(0, t$; $\left.\mathcal{P}^{n}(M)\right)$ and $\mathbf{v}$ is a velocity for $\sigma$. Existence of a minimizer $(\sigma, \mathbf{v})$ in the finite dimensional problem (6.20) is obtained by standard methods of the calculus of variations. As above, $H\left(\sigma_{t}, \mathbf{v}_{t}\right)$ is time independent and $(6.14,6.15,6.16)$ continue to hold.

Assume $\sigma:[0,1] \rightarrow \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ is a geodesic of constant speed connecting $\mu$ to $\nu$. Then, the velocity $\mathbf{v}$ of minimal norm for $\sigma$ is such that $\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}=W_{2}(\mu, \nu)$. Given $\epsilon>0$ we consider the path $\sigma^{\epsilon}:[0,1] \rightarrow \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ obtained by the reparametrization $\sigma_{\tau}^{\epsilon}=\sigma_{\tau \epsilon^{-1}}$. Its velocity of minimal norm $\mathbf{v}^{\epsilon}$ satisfies $\mathbf{v}_{\tau}^{\epsilon}=\epsilon^{-1} \mathbf{v}_{\tau \epsilon^{-1}}$ and so,

$$
\begin{equation*}
\int_{0}^{\epsilon}\left\|\mathbf{v}_{\tau}^{\epsilon}\right\|_{\sigma_{\tau}^{\epsilon}}^{2}=\frac{W_{2}^{2}(\mu, \nu)}{\epsilon} \tag{6.21}
\end{equation*}
$$

We have

$$
W_{2}\left(\sigma_{t}^{\epsilon}, \sigma_{0}^{\epsilon}\right)=W_{2}\left(\sigma_{t \epsilon^{-1}}, \sigma_{0}\right)=t \epsilon^{-1} W_{2}(\mu, \nu)
$$

and

$$
W_{2}\left(\sigma_{t}, \delta_{\overrightarrow{0}}\right) \leq W_{2}\left(\sigma_{t}, \sigma_{0}\right)+W_{2}\left(\sigma_{0}, \delta_{\overrightarrow{0}}\right)=t W_{2}\left(\sigma_{1}, \sigma_{0}\right)+W_{2}\left(\sigma_{0}, \delta_{\overrightarrow{0}}\right)
$$

Hence,

$$
\begin{equation*}
W_{2}\left(\sigma_{t}, \delta_{\overrightarrow{0}}\right) \leq 2\left(W_{2}\left(\sigma_{1}, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\delta_{\overrightarrow{0}}, \sigma_{0}\right)\right) \tag{6.22}
\end{equation*}
$$

By (6.22)

$$
-\int_{0}^{\epsilon} \mathcal{W}\left(\sigma_{\tau}^{\epsilon}\right) d t \leq \epsilon \mathcal{W}^{o}\left(2\left(W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\nu, \delta_{\overrightarrow{0}}\right)\right)\right)
$$

and so, by (6.21)

$$
\begin{equation*}
C_{0}^{\epsilon}(\mu, \nu) \leq \frac{W_{2}^{2}(\mu, \nu)}{2 \epsilon}+\epsilon \mathcal{W}^{o}\left(2\left(W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\nu, \delta_{\overrightarrow{0}}\right)\right)\right) \tag{6.23}
\end{equation*}
$$

By (6.10), $C_{0}^{T}$ never achieves the value $-\infty$ on $\mathcal{P}_{2}(M) \times \mathcal{P}_{2}(M)$.
Assume $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right), \mathbf{v}$ is a velocity for $\sigma, \sigma_{0}=\mu, \sigma_{T}=\nu$ and

$$
\int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t \leq C_{0}^{T}(\mu, \nu)+T
$$

By (6.10)

$$
\begin{equation*}
\int_{0}^{T}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t \leq 4 T \lambda(\nu)+C_{0}^{T}(\mu, \nu)+T \tag{6.24}
\end{equation*}
$$

Hence, the set of $t \in[0, T]$ such that

$$
\begin{equation*}
\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} \leq 4 \bar{\lambda}(\nu)+\frac{C_{0}^{T}(\mu, \nu)}{T}+1 \tag{6.25}
\end{equation*}
$$

is of positive measure. We use (6.12) and (6.24), then replace $\epsilon$ by $T$ in (6.23) to obtain

$$
\begin{equation*}
W_{2}^{2}\left(\sigma_{t}, \nu\right) \leq T^{2}+4 T^{2} \lambda(\nu)+\frac{W_{2}^{2}(\mu, \nu)}{2}+T^{2} \mathcal{W}^{o}\left(2\left(W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\nu, \delta_{\overrightarrow{0}}\right)\right)\right) \tag{6.26}
\end{equation*}
$$

Remark 10. Since $\mathcal{W}$ satisfies (6.5), as in Proposition 4, (6.1) admits a minimizer $(\sigma, \mathbf{v})$. By (6.26), the range of $\mathcal{W}(\sigma)$ is contained in an interval centered at the origin and whose length $l(\mu, \nu)$ is a monotone nondecreaasing function of $W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right)+$ $W_{2}\left(\nu, \delta_{\overrightarrow{0}}\right)$. By Proposition 3.11 [41], we may assume without loss of generality that $H\left(\sigma_{t}, \mathbf{v}_{t}\right)$ is independent of $t$. Choose $t_{0}$ such that (6.25) holds. We have

$$
\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2}=\left\|\mathbf{v}_{t_{0}}\right\|_{\sigma_{t_{0}}}^{2}+2\left(\mathcal{W}\left(\sigma_{t_{0}}\right)-\mathcal{W}\left(\sigma_{t}\right)\right)
$$

This, together with (6.24-6.25), yields existence of a function $R \in C\left([0, \infty)^{2}\right)$, monotone, nondecreasing in each of their variables, such that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} \leq \frac{C_{0}^{T}(\mu, \nu)}{T}+R\left(T, W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\nu, \delta_{\overrightarrow{0}}\right)\right) . \tag{6.27}
\end{equation*}
$$

Proposition 5. The function $F:(T, \mu, \nu) \rightarrow C_{0}^{T}(\mu, \nu)$ is continuous on the metric space $\mathcal{S}=(0, \infty) \times \mathcal{P}_{2}(M) \times \mathcal{P}_{2}(M)$. Suppose $\mathcal{U}_{0}: \mathcal{P}_{2}(M) \rightarrow \mathbf{R}$ is continuous, bounded from below and set

$$
\mathcal{U}(T, \mu)=\inf _{\nu \in \mathcal{P}_{2}(M)}\left\{C_{T}(\nu, \mu)+\mathcal{U}_{0}(\nu)\right\}
$$

Then $\mathcal{U}$ is continuous on $[0, \infty) \times \mathcal{P}_{2}(M)$.
Proof. We are to show that $F$ is sequentially lower and upper semicontinuous at each point $(T, \mu, \nu) \in \mathcal{S}$. Suppose $\left\{T^{n}\right\}_{n} \subset(0, \infty)$ converges to $T \in(0, \infty),\left\{\mu^{n}\right\}_{n}$ converges to $\mu$ in $\mathcal{P}_{2}(M)$ and $\left\{\nu^{n}\right\}_{n}$ converges to $\nu$ in $\mathcal{P}_{2}(M)$.

1. Let $\delta>0$ and let $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ and let $\mathbf{v}$ be its velocity of minimal norm such that

$$
\begin{equation*}
C_{0}^{T}(\mu, \nu)>\int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t-\delta, \quad \sigma_{0}=\mu, \quad \sigma_{T}=\nu \tag{6.28}
\end{equation*}
$$

Fix $\epsilon>0$ small enough and assume without loss of generality that $\left|T-T^{n}\right|<\epsilon$. Then,

$$
\begin{equation*}
C_{0}^{T^{n}}\left(\mu^{n}, \nu^{n}\right) \leq C_{0}^{\epsilon}\left(\mu^{n}, \sigma_{\epsilon}\right)+C_{\epsilon}^{T-\epsilon}\left(\sigma_{\epsilon}, \sigma_{T-\epsilon}\right)+C_{T-\epsilon}^{T^{n}}\left(\sigma_{T-\epsilon}, \nu^{n}\right) \tag{6.29}
\end{equation*}
$$

By (6.23)

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} C_{0}^{\epsilon}\left(\mu^{n}, \sigma_{\epsilon}\right) \leq \frac{W_{2}^{2}\left(\mu, \sigma_{\epsilon}\right)}{2 \epsilon}+\epsilon \mathcal{W}^{o}\left(2\left(W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\sigma_{\epsilon}, \delta_{\overrightarrow{0}}\right)\right)\right) \tag{6.30}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} C_{T-\epsilon}^{T^{n}}\left(\sigma_{T-\epsilon}, \nu^{n}\right) \leq \frac{W_{2}^{2}\left(\sigma_{T-\epsilon}, \nu\right)}{2 \epsilon}+\epsilon \mathcal{W}^{o}\left(2\left(W_{2}\left(\nu, \delta_{\overrightarrow{0}}\right)+W_{2}\left(\sigma_{T-\epsilon}, \delta_{\overrightarrow{0}}\right)\right)\right) \tag{6.31}
\end{equation*}
$$

By Remark 1

$$
\frac{W_{2}^{2}\left(\mu, \sigma_{\epsilon}\right)}{\epsilon} \leq \int_{0}^{\epsilon}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau, \quad \frac{W_{2}^{2}\left(\sigma_{T-\epsilon}, \nu\right)}{\epsilon} \leq \int_{T-\epsilon}^{T}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau
$$

This, together with (6.29-6.31), implies

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} C_{0}^{T^{n}}\left(\mu^{n}, \nu^{n}\right) & \leq \liminf _{\epsilon \rightarrow 0^{+}} C_{\epsilon}^{T-\epsilon}\left(\sigma_{\epsilon}, \sigma_{T-\epsilon}\right) \\
& \leq \lim _{\epsilon \rightarrow 0^{+}} \int_{\epsilon}^{T-\epsilon} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t \\
& =\int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t
\end{aligned}
$$

Hence by (6.28)

$$
\limsup _{n \rightarrow \infty} C_{0}^{T^{n}}\left(\mu^{n}, \nu^{n}\right) \leq C_{0}^{T}(\mu, \nu)+\delta
$$

Since $\delta>0$ is arbitrary, we conclude that $F$ is upper semicontinuous.
2. For each $n$ let $\sigma^{n} \in A C_{2}\left(0, T^{n} ; \mathcal{P}_{2}(M)\right)$ and let $\mathbf{v}^{n}$ be its velocity of minimal norm such that

$$
\begin{equation*}
C_{0}^{T^{n}}\left(\mu^{n}, \nu^{n}\right)>\int_{0}^{T^{n}} L\left(\sigma_{t}^{n}, \mathbf{v}_{t}^{n}\right) d t-\frac{1}{n}, \quad \sigma_{0}^{n}=\mu^{n}, \quad \sigma_{T}^{n}=\nu^{n} \tag{6.32}
\end{equation*}
$$

Since $\left\{\left(T^{n}, \mu^{n}, \nu^{n}\right)\right\}_{n}$ is bounded in $\mathcal{S}$, (6.23) implies that $\left\{C_{0}^{T^{n}}\left(\mu^{n}, \nu^{n}\right)\right\}_{n}$ is bounded above in $\mathbb{R}$. Thus by (6.24) and (6.26), for each $\delta>0$ small enough, the following suprema are not only independent of $\delta$ but they are finite:

$$
\begin{equation*}
\sup _{n} \int_{0}^{T-\delta}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t, \quad \sup _{n, t}\left\{W_{2}\left(\sigma_{t}^{n}, \delta_{\overrightarrow{0}}\right) \mid t \in[0, T-\delta], n \in \mathbb{N}\right\}<\infty \tag{6.33}
\end{equation*}
$$

We refer to Propositions 3 and 4 in [40] to infer the existence of $\sigma \in A C_{2}(0, T$; $\left.\mathcal{P}_{2}(M)\right)$ such that, up to a subsequence which is independent of $t,\left\{\sigma_{t}^{n}\right\}_{n}$ converges narrowly to $\sigma_{t}$ for each $t \in[0, T)$ and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{0}^{T_{n}}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t \geq \liminf _{n \rightarrow \infty} \int_{0}^{T-\delta}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t \geq \int_{0}^{T-\delta}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t \tag{6.34}
\end{equation*}
$$

Here, $\mathbf{v}$ is the velocity of minimal norm for $\sigma$. Letting $\delta$ tend to 0 in (6.34) we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{0}^{T_{n}}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t \geq \liminf _{n \rightarrow \infty} \int_{0}^{T-\delta}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t \geq \int_{0}^{T-\delta}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t \tag{6.35}
\end{equation*}
$$

It is apparent that we can define univoquely $\sigma_{T}$ and obtain

$$
\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right), \quad \sigma_{0}=\mu \quad \text { and } \quad \sigma_{T}=\nu
$$

By (6.33), $\left\{\sigma_{t}^{n}\right\}_{n, t}$ is a bounded subset of $\mathcal{P}_{2}(M)$. Thus, by (6.6), $\left\{-\mathcal{W}\left(\sigma_{t}^{n}\right)\right\}_{n, t}$ is bounded from below in $\mathbb{R}$ by a certain number $b$. We then apply Fatou's Lemma and use (6.5) to conclude that
$\liminf _{n \rightarrow \infty} \int_{0}^{T_{n}}\left(-\mathcal{W}\left(\sigma_{t}^{n}\right)-b\right) d t \geq \liminf _{n \rightarrow \infty} \int_{0}^{T-\delta}\left(-\mathcal{W}\left(\sigma_{t}^{n}\right)-b\right) d t \geq \int_{0}^{T-\delta}\left(-\mathcal{W}\left(\sigma_{t}\right)-b\right) d t$
Letting $\delta$ tend to 0 , we obtain

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \int_{0}^{T_{n}}-\mathcal{W}\left(\sigma_{t}^{n}\right) \geq \int_{0}^{T}-\mathcal{W}\left(\sigma_{t}\right) d t \tag{6.36}
\end{equation*}
$$

Thus, combining (6.32) (6.35) and (6.36) we infer that

$$
\liminf _{n \rightarrow \infty} C_{0}^{T^{n}}\left(\mu^{n}, \nu^{n}\right) \geq \int_{0}^{T} L\left(\sigma_{t}, \mathbf{v}_{t}\right) d t \geq C_{0}^{T}(\mu, \nu)
$$

Consequently, $F$ is also lower semicontinuous and so, it is continuous.
3. Suppose that $T=0$. Then

$$
\mathcal{U}\left(T^{n}, \mu^{n}\right) \leq C_{0}^{T^{n}}\left(\mu^{n}, \mu^{n}\right)+\mathcal{U}_{0}\left(\mu^{n}\right) \leq-T^{n} \mathcal{W}\left(\mu^{n}\right)+\mathcal{U}_{0}\left(\mu^{n}\right)
$$

Since $\mathcal{W}$ is bounded from below on bounded sets, we have that $\left\{\mathcal{U}\left(T^{n}, \mu^{n}\right)\right\}_{n}$ is bounded above in $\mathbb{R}$ by a constant which we denote by $\lambda$. We first conclude that

$$
\limsup _{n \rightarrow \infty} \mathcal{U}\left(T^{n}, \mu^{n}\right) \leq \limsup _{n \rightarrow \infty}\left\{-T^{n} \mathcal{W}\left(\mu^{n}\right)+\mathcal{U}_{0}\left(\mu^{n}\right)\right\} \leq \mathcal{U}_{0}(\mu)
$$

Hence, $\mathcal{U}$ is upper semicontinuous at $(0, \mu)$.
Let $\left\{\eta^{n}\right\}_{n} \subset \mathcal{P}_{2}(M)$ be such that
$\lambda \geq \mathcal{U}\left(T^{n}, \mu^{n}\right) \geq-\frac{1}{n}+\int_{0}^{T^{n}} L\left(\sigma_{t}^{n}, \mathbf{v}_{t}^{n}\right) d t+\mathcal{U}_{0}\left(\eta^{n}\right) \geq-\frac{1}{n}+C_{0}^{T^{n}}\left(\eta^{n}, \mu^{n}\right)+\mathcal{U}_{0}\left(\eta^{n}\right)$,
where

$$
\sigma^{n} \in A C_{2}\left(0, T^{n} ; \mathcal{P}_{2}(M)\right), \quad \sigma_{0}^{n}=\eta^{n}, \quad \text { and } \quad \sigma_{T^{n}}^{n}=\mu^{n}
$$

By (6.33) and the fact that $\mathcal{U}_{0}$ is bounded from below, we have that $\left\{\eta^{n}\right\}_{n}$ is a bounded sequence. As above

$$
\begin{equation*}
\sup _{n} \int_{0}^{T^{n}}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t, \quad \sup _{n} W_{2}\left(\sigma_{t}^{n}, \delta_{\overrightarrow{0}}\right)<\infty \tag{6.37}
\end{equation*}
$$

By Remark 1

$$
W_{2}^{2}\left(\eta^{n}, \mu^{n}\right) \leq T^{n} \int_{0}^{T^{n}}\left\|\mathbf{v}_{t}^{n}\right\|_{\sigma_{t}^{n}}^{2} d t
$$

We conclude that $\left\{\eta^{n}\right\}_{n}$ converges to $\mu$ and so, by (6.6), $\left\{\mathcal{W}\left(\sigma_{t}^{n}\right)\right\}_{n}$ is bounded from below. Hence,

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \mathcal{U}\left(T^{n}, \mu^{n}\right) & \geq \liminf _{n \rightarrow \infty} C_{0}^{T^{n}}\left(\eta^{n}, \mu^{n}\right)+\mathcal{U}_{0}\left(\eta^{n}\right) \\
& \geq \liminf _{n \rightarrow \infty}-\int_{0}^{T^{n}} \mathcal{W}\left(\sigma_{t}^{n}\right) d t+\mathcal{U}_{0}\left(\eta^{n}\right) \\
& \geq \mathcal{U}_{0}(\mu)
\end{aligned}
$$

Hence, $\mathcal{U}$ is also lower semicontinuous at $(0, \mu)$ and so, it is continuous there.
4. Arguments similar to those used in steps $1-3$ yield that $\mathcal{U}$ is continuous at $(T, \mu)$ if $T>0$.
6.3. Lipschitz properties of $\mathcal{U}$ in all variables under conditions (I) and (II). Throughout this subsection we assume that

$$
\mathcal{U}_{0}, \mathcal{W}: \mathcal{P}_{2}(M) \rightarrow \mathbb{R}
$$

are $\kappa$-Lipschitz, $U_{0}$ is lower semicontinuous for the narrow convergence, $\mathcal{W}$ satisfies (6.5) and (6.6). We assume that

$$
T>0, \quad \epsilon_{0}>0, \quad 8 \kappa \epsilon_{0}<1, \quad 8 C_{0} \epsilon_{0} T^{2}<1
$$

and $D_{\epsilon_{0}}$ is such that

$$
|x|^{\beta} \leq \epsilon_{0}|x|^{2}+D_{\epsilon_{0}}
$$

for all $x \in M$. For each $r>0$, we define $\mathcal{S}_{r}$ to be the Cartesian product of $[0, T]$ and the closed ball of center $\delta_{\overrightarrow{0}}$ and radius $r$ in $\mathcal{P}_{2}(M)$. The purpose of this section is to show that the value function $U$ in (6.1) is Lipschitz on $\mathcal{S}_{r}$.

We will use the fact that $\mathcal{U}$ satisfies the following property (cf. Lemma 2.4 [41]):

$$
\begin{equation*}
\mathcal{U}(s, \mu)=\min _{\sigma}\left\{\int_{t}^{s} L\left(\sigma_{\tau}, \mathbf{v}_{\tau}\right) d \tau+\mathcal{U}\left(t, \sigma_{t}\right)\right\} \quad 0 \leq t<s \leq T \tag{6.38}
\end{equation*}
$$

where, the infimum is performed over the set of $(\sigma, \mathbf{v})$ such that $\sigma \in A C_{2}(t, s$; $\left.\mathcal{P}_{2}(M)\right), \mathbf{v}$ is a velocity for $\sigma$ and $\sigma_{s}=\mu$.

If $\mu \in \mathcal{P}_{2}(M)$,

$$
\begin{equation*}
\mathcal{U}(t, \mu) \leq C_{0}^{t}(\mu, \mu)+\mathcal{U}_{0}(\mu) \leq-t \mathcal{W}(\mu)+\mathcal{U}_{0}(\mu) \tag{6.39}
\end{equation*}
$$

Let $\sigma \in A C_{2}\left(0, t ; \mathcal{P}_{2}(M)\right)$, let $\mathbf{v}$ be a velocity for $\sigma$ and assume that $\sigma_{t}=\mu$. If

$$
\int_{0}^{t} L\left(\sigma_{\tau}, \mathbf{v}_{\tau}\right) d \tau+\mathcal{U}_{0}\left(\sigma_{0}\right) \leq \mathcal{U}(t, \mu)+t
$$

then by (6.39)

$$
\int_{0}^{t} L\left(\sigma_{\tau}, \mathbf{v}_{\tau}\right) d \tau \leq-t \mathcal{W}(\mu)+\mathcal{U}_{0}(\mu)+t-\mathcal{U}_{0}\left(\sigma_{0}\right) \leq(1-\mathcal{W}(\mu)) t+\kappa W_{2}\left(\sigma_{0}, \mu\right)
$$

We use Remark 1 to conclude that

$$
\begin{aligned}
& \int_{0}^{t} L\left(\sigma_{\tau}, \mathbf{v}_{\tau}\right) d \tau \leq(1-\mathcal{W}(\mu)) t+\kappa \int_{0}^{t}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}} d \tau \\
& \leq(1-\mathcal{W}(\mu)) t+\kappa \epsilon_{0} \int_{0}^{t}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau+\frac{\kappa t}{\epsilon_{0}}
\end{aligned}
$$

By (6.10)

$$
\int_{0}^{t}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau \leq 4 t \bar{\lambda}\left(\sigma_{t}\right)+4(1-\mathcal{W}(\mu)) t+4 \kappa \epsilon_{0} \int_{0}^{t}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau+4 \frac{\kappa t}{\epsilon_{0}}
$$

Thus,

$$
\begin{equation*}
\int_{0}^{t}\left\|\mathbf{v}_{\tau}\right\|_{\sigma_{\tau}}^{2} d \tau \leq 8 t \bar{\lambda}(\mu)+8(1-\mathcal{W}(\mu)) t+8 \frac{\kappa t}{\epsilon_{0}} \tag{6.40}
\end{equation*}
$$

By Remark 1 and (6.40)

$$
\begin{equation*}
W_{2}^{2}\left(\sigma_{t}, \mu\right) \leq 8 t^{2} \bar{\lambda}(\mu)+8(1-\mathcal{W}(\mu)) t^{2}+8 \frac{\kappa}{\epsilon_{0}} \tag{6.41}
\end{equation*}
$$

Theorem 6.1. The restriction of $\mathcal{U}$ to $\mathcal{S}_{r}$ is a Lipschitz continuous function.
Proof. Recall that by Proposition 3, for each $t \in[0, T], \mathcal{U}(t, \cdot)$ is $((T+1) \kappa)$-Lipschitz. It remains to show that for each $\mu \in \mathcal{P}_{2}(M)$ such that $W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right) \leq r, \mathcal{U}(\cdot, \mu)$ is Lipschitz, with a Lipschitz constant independent of $\mu$ and depending only on $r$.

As done in Subsection 6.2, we use (6.40-6.41) and the fact that $\mathcal{U}_{0}$ is lower semicontinuous for the narrow convergence topology to obtain the following: if $\left.\mu \in \mathcal{P}_{2}(M)\right)$ and $t \in[0, T]$, there exists $\sigma^{\mu, t} \in A C_{2}\left(0, t ; \mathcal{P}_{2}(M)\right)$ and a velocity $\mathbf{v}^{\mu, t}$ for $\sigma^{\mu, t}$ such that

$$
\mathcal{U}(t, \mu)=\int_{0}^{t} L\left(\sigma_{\tau}^{\mu, t}, \mathbf{v}_{\tau}^{\mu, t}\right) d \tau+\mathcal{U}_{0}\left(\sigma_{0}^{\mu, t}\right)
$$

and

$$
\sup _{\tau, t, \mu}\left\{\left\|\mathbf{v}_{\tau}^{\mu, t}\right\|_{\sigma_{\tau}^{t}} \mid 0 \leq \tau \leq t \leq T, W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right) \leq r\right\}<\infty
$$

Hence, by Remark 1

$$
\sup _{\tau, t, \mu}\left\{W_{2}\left(\sigma_{\tau}^{t}, \mu\right) \mid 0 \leq \tau \leq t \leq T, W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right) \leq r\right\}<\infty
$$

Thus,

$$
s_{1}=\sup _{\tau, t, \mu}\left\{\left\|\mathbf{v}_{\tau}^{\mu, t}\right\|_{\sigma_{\tau}^{\mu, t}}+\left|L\left(\sigma_{\tau}^{t}, \mathbf{v}_{\tau}^{\mu, t}\right)\right| \mid 0 \leq \tau \leq t \leq T, W_{2}\left(\mu, \delta_{\overrightarrow{0}}\right) \leq r\right\}<\infty
$$

Let $s \in[0, t)$. By equation (6.38)

$$
\mathcal{U}(t, \mu)=\int_{s}^{t} L\left(\sigma_{\tau}^{\mu, t}, \mathbf{v}_{\tau}^{\mu, t}\right) d \tau+\mathcal{U}\left(s, \sigma_{s}^{\mu, t}\right)
$$

and so,

$$
\begin{equation*}
|\mathcal{U}(t, \mu)-\mathcal{U}(s, \mu)| \leq\left|\int_{s}^{t} L\left(\sigma_{\tau}^{\mu, t}, \mathbf{v}_{\tau}^{\mu, t}\right) d \tau\right|+\left|\mathcal{U}\left(s, \sigma_{s}^{\mu, t}\right)-\mathcal{U}(s, \mu)\right| \tag{6.42}
\end{equation*}
$$

We use the fact that $\mathcal{U}(s, \cdot)$ is $(1+s) \kappa$-Lipschitz and Remark 1 to obtain

$$
\begin{equation*}
\left|\mathcal{U}\left(s, \sigma_{s}^{\mu, t}\right)-\mathcal{U}(s, \mu)\right| \leq W_{2}\left(\sigma_{s}^{\mu, t}, \mu\right) \leq \int_{s}^{t} \| \mathbf{v}_{\tau}^{\mu, t}| |_{\sigma_{\tau}^{\mu, t}} d \tau \leq s_{1}|t-s| \tag{6.43}
\end{equation*}
$$

We combine (6.42) and (6.43) to conclude that

$$
|\mathcal{U}(t, \mu)-\mathcal{U}(s, \mu)| \leq s_{1}|t-s|+(1+s) \kappa s_{1}|t-s| \leq s_{1}|t-s|+(1+T) \kappa s_{1}|t-s|
$$

6.4. Hamilton Jacobi equations. Let $V, W \in C^{1}\left(\mathbb{R}^{d}\right)$ be such that there exist $\beta \in[1,2)$ and $C_{0}>0$ such that

$$
\begin{equation*}
4|W(z)|, 2|V(z)| \leq C_{0}\left(|z|^{2-\epsilon}+1\right) \tag{6.44}
\end{equation*}
$$

and assume

$$
\mathcal{W}(\mu)=\int_{\mathbb{R}^{d}}(V(x)+W * \mu) \mu(d x)
$$

In this subsection we consider viscosity solutions of the equation

$$
\begin{equation*}
\partial_{t} \mathcal{U}+H\left(\mu, \nabla_{\mu} \mathcal{U}\right)=0, \quad \mathcal{U}(0, \cdot)=\mathcal{U}_{0} \tag{6.45}
\end{equation*}
$$

Definition 6.2. Let $\mathcal{U}: \mathcal{P}_{2}(M) \rightarrow \mathbb{R} \cup\{ \pm \infty\}$, let $\mu \in \mathcal{P}_{2}(M)$ and let $\xi \in T_{\mu} \mathcal{P}_{2}(M)$ (cf. Section 2).
(i) We say that $\xi$ is in the subdifferential of $\mathcal{U}$ at $\mu$ and we write $\xi \in \partial \cdot \mathcal{U}(\mu)$ if

$$
\begin{equation*}
\mathcal{U}(\nu)-\mathcal{U}(\mu) \geq \sup _{\gamma \in \Gamma_{o}(\mu, \nu)} \int_{M \times M} \xi(q) \cdot(r-q) \gamma(d q, d r)+o\left(W_{2}(\mu, \nu)\right) \quad \forall \nu \in \mathcal{P}_{2}(M) \tag{6.46}
\end{equation*}
$$

(ii) We say that $\xi$ is in the superdifferential of $\mathcal{U}$ at $\mu$ and we write $\xi \in \partial \mathcal{U}(\mu)$ if $-\xi \in \partial .(-\mathcal{U})(\mu)$.
(iii) When $\partial \cdot \mathcal{U}(\mu)$ and $\partial \mathcal{U}(\mu)$ are both nonempty then they are equal and reduce to a single element (cf. e.g. [41]) which we denote by $\nabla_{\mu} \mathcal{U}(\mu)$, and refer to as the Wasserstein gradient of $\mathcal{U}$.

Definition 6.3. Let $T>0$ and let $\mathcal{U}:[0, T) \times \mathcal{P}_{2}(M) \rightarrow \mathbb{R}$.
(i) We say that $\mathcal{U}$ is a viscosity subsolution for (6.45) if $\mathcal{U}$ is upper semicontinuous on $[0, T) \times \mathcal{P}_{2}(M)$, if for all $(t, \mu) \in(0, T) \times \mathcal{P}_{2}(M)$ and all $\left.\theta, \zeta\right) \in \partial \mathcal{U}(t, \mu)$

$$
\begin{equation*}
\mathcal{U}(\cdot, 0) \leq \mathcal{U}_{0}, \text { and } \theta+H(\mu, \zeta) \leq 0 \tag{6.47}
\end{equation*}
$$

(ii) We say that $\mathcal{U}$ is a viscosity supersolution for (6.45) if $\mathcal{U}$ is lower semicontinuous on $[0, T) \times \mathcal{P}_{2}(M)$, if for all $(t, \mu) \in(0, T) \times \mathcal{P}_{2}(M)$ and all $(\theta, \zeta) \in \partial . \mathcal{U}(t, \mu)$

$$
\begin{equation*}
\mathcal{U}(\cdot, 0) \geq \mathcal{U}_{0}, \text { and } \theta+H(\zeta, \mu) \geq 0 \tag{6.48}
\end{equation*}
$$

(iii) We say that $\mathcal{U}$ is a viscosity solution for (6.45) if $\mathcal{U}$ is both a viscosity subsolution and a viscosity supersolution.

Denote by $\mathcal{L}^{d}$ the Lebesgue measure on $(0,1)^{d}$. Given $f \in L^{2}\left((0,1)^{d}\right)$ we set

$$
\bar{U}_{0}(f)=\mathcal{U}_{0}\left(f_{\#} \mathcal{L}^{d}\right)
$$

Theorem 6.4. Suppose $\mathcal{U}_{0}: \mathcal{P}_{2}(M) \rightarrow \mathbb{R}$ is bounded below and lower semicontinuous for the narrow convergence. Let $\mathcal{U}$ be the value function in Equation (6.1). Then:
(i) The infimum in (6.1) is a minimum.
(ii) $\mathcal{U}$ is a viscosity subsolution of Equation (6.45).
(iii) Suppose $d=1, \bar{U}_{0}$ is Frechet differentiable and $\lambda$-convex for some $\lambda \in \mathbb{R}$ and $T \lambda^{-}<1$. We assume that the gradient of $\bar{U}_{0}$ is a continuous map of the Hilbert space $L^{2}\left((0,1)^{d}\right)$ into itself. Then $\mathcal{U}$ is a viscosity solution of Equation (6.45).

Proof. (i) It suffices to verify that the assumptions of Proposition 4 are satisfied. Only (6.5) remains to be checked. However, in fact a statement stronger which we need in the proof of (ii), can be made. Indeed, By (6.44) and by the fact that $\beta<2$, $\mathcal{W}$ is bounded from below on bounded subsets of $\mathcal{P}_{2}(M)$ and

$$
\lim _{n \rightarrow \infty} \mathcal{W}\left(\mu^{n}\right)=\mathcal{W}(\mu)
$$

whenever $\left\{\mu^{n}\right\}_{n} \subset \mathcal{P}_{2}(M)$ is a bounded sequence that converges narrowly to $\mu$. In particular, $\mathcal{W}$ is continuous.
(ii) Inequality (6.44) yields (6.6). Since $\beta<2$ we obtain the existence of $e_{0}, e_{1}>0$ such that $8 e_{0} T^{2}<\pi^{2}$ and

$$
\mathcal{W}(\nu) \leq e_{0} \int_{M}|x|^{2} \nu(d x)+e_{1}
$$

for all $\nu \in \mathcal{P}_{2}(M)$. We apply Theorem 3.9-(i) of [41] to conclude the proof of (ii).
(iii) Corollary 5.3 of [41] yields (iii).

Remark 11. We learned from R. Hynd and H-K. Kim that when $d \geq 1$ and $W \equiv 0$, the value function in Theorem 6.4 is a viscosity solution of Equation (6.45) [53].
7. Metric viscosity solutions. In this section we want to show that with little effort one can define a notion of a metric viscosity solution, based on local slopes, for a class of Hamilton-Jacobi equations that only depend on the "length" of the gradient variable. We present one possible definition but the readers should be free to experiment with it by possibly choosing different sets of test functions or by interpreting some terms differently. This section was motivated by [8, 48]. We do not know if the results here are completely new. N. Gigli mentioned to the second author a year ago that he had a notion of a viscosity solution for which he was able to show uniqueness. The second author was also told that L. Ambrosio and J. Feng are working on a notion of viscosity solution for similar equations and obtained existence and uniqueness results [4].
7.1. Definition and comparison. Let $(\mathbb{S}, d)$ be a complete metric space which is a geodesic space. By this we mean that for every $x, y \in \mathbb{S}$ there exists a geodesic of constant speed $x_{t}, 0 \leq t \leq 1$, connecting $x$ and $y$, i.e. a curve such that

$$
x_{0}=y, x_{1}=x, d\left(x_{s}, x_{t}\right)=|s-t| d(x, y), 0 \leq t \leq s \leq 1
$$

Let $T>0$. We consider an equation

$$
\left\{\begin{array}{l}
\partial_{t} u+H(t, x,|\nabla u|)=0, \quad \text { in }(0, T) \times \mathbb{S},  \tag{7.1}\\
u(0, x)=g(x) \quad \text { on } \mathbb{S},
\end{array}\right.
$$

where $H:[0, T] \times \mathbb{S} \times[0,+\infty) \rightarrow \mathbb{R}$ is continuous, and $|\nabla u|$ is the local slope of $u$. Let $x_{0} \in \mathbb{S}$ be a fixed point.

Following $[7,8,48,64]$, for $v:(0, T) \times \mathbb{S} \rightarrow \mathbb{R}$ we define the upper and lower local slopes of $v$

$$
\begin{equation*}
\left|\nabla^{+} v(t, x)\right|:=\limsup _{y \rightarrow x} \frac{[v(t, y)-v(t, x)]_{+}}{d(y, x)},\left|\nabla^{-} v(t, x)\right|:=\limsup _{y \rightarrow x} \frac{[v(t, y)-v(t, x)]_{-}}{d(y, x)} \tag{7.2}
\end{equation*}
$$

and its local slope

$$
|\nabla v(t, x)|:=\limsup _{y \rightarrow x} \frac{|v(t, y)-v(t, x)|}{d(y, x)}
$$

It is easy to see that $\left|\nabla^{-} v\right|=\left|\nabla^{+}(-v)\right|$. We also define

$$
|\nabla v(t, x)|^{*}=\limsup _{(s, y) \rightarrow(t, x)}|\nabla v(s, y)| .
$$

Equation (7.1) must be interpreted in a proper viscosity sense. We first define a class of test functions.

Definition 7.1. A function $\psi:(0, T) \times \mathbb{S} \rightarrow \mathbb{R}$ is a subsolution test function $(\psi \in \underline{\mathcal{C}})$ if $\psi(t, x)=\psi_{1}(t, x)+\psi_{2}(t, x)$, where $\psi_{1}, \psi_{2}$ are Lipschitz on every bounded and closed subset of $(0, T) \times \mathbb{S},\left|\nabla \psi_{1}(t, x)\right|=\left|\nabla^{-} \psi_{1}(t, x)\right|$ is continuous, and $\partial_{t} \psi_{1}, \partial_{t} \psi_{2}$ are continuous. A function $\psi:(0, T) \times \mathbb{S} \rightarrow \mathbb{R}$ is a supersolution test function $(\psi \in \overline{\mathcal{C}})$ if $-\psi \in \underline{\mathcal{C}}$.

Lemma 7.2. Let $\psi_{1}(t, x)=k(t)+k_{1}(t) \varphi\left(d^{2}(x, y)\right)$, where $y \in \mathbb{S}, \varphi \in C^{1}([0,+\infty))$, $\varphi^{\prime} \geq 0, k, k_{1} \in C^{1}((0, T)), k_{1} \geq 0$. Then

$$
\left|\nabla^{-} \psi_{1}(t, x)\right|=\left|\nabla \psi_{1}(t, x)\right|=2 k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) d(x, y)
$$

In particular $\left|\nabla \psi_{1}(t, x)\right|$ is continuous and thus the function can be used as the $\psi_{1}$ part of a test function.

Proof. We have

$$
\psi_{1}(t, z)-\psi_{1}(t, x)=k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right)\left(d^{2}(z, y)-d^{2}(x, y)\right)+o\left(d^{2}(z, y)-d^{2}(x, y)\right)
$$

Therefore by triangle inequality

$$
\begin{aligned}
\left|\nabla \psi_{1}(t, x)\right| & \leq \limsup _{z \rightarrow x} k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) \frac{2 d(z, x) d(x, y)+d^{2}(z, x)}{d(z, x)} \\
& =2 k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) d(x, y)
\end{aligned}
$$

Let $x_{s}, 0 \leq t \leq 1$ be a geodesic of constant speed connecting $x$ and $y$, i.e. a curve such that $x_{0}=y, x_{1}=x, d\left(x_{s}, x_{\tau}\right)=|s-\tau| d(x, y)$. Then $d\left(x_{s}, y\right)=$
$s d(x, y), d\left(x_{s}, x\right)=(1-s) d(x, y)$. Then

$$
\begin{aligned}
\left|\nabla^{-} \psi_{1}(t, x)\right| & \geq \limsup _{s \rightarrow 1} k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) \frac{d^{2}(x, y)-d^{2}\left(x_{s}, y\right)}{d\left(x_{s}, x\right)} \\
& =\lim _{s \rightarrow 1} k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) d(x, y) \frac{1-s^{2}}{1-s} \\
& =2 k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) d(x, y)
\end{aligned}
$$

This proves the claim since $\left|\nabla^{-} \psi_{1}(t, x)\right| \leq\left|\nabla \psi_{1}(t, x)\right|$.
Remark 12. Our choice of test functions is rather arbitrary. All of the results would still be true if we restricted the class of test functions so that we had enough test functions to prove comparison principle. In particular we could take the $\psi_{1}$ part of test functions to be composed of the functions from Lemma 7.2.

We define for $r \geq 0$

$$
H_{r}(t, x, s):=\inf _{|\tau-s| \leq r} H(t, x, \tau), \quad H^{r}(t, x, s):=\sup _{|\tau-s| \leq r} H(t, x, \tau)
$$

Definition 7.3. An upper semicontinuous function $u:[0, T) \times \mathbb{S} \rightarrow \mathbb{R}$ is a metric viscosity subsolution of (7.1) if $u(0, x) \leq g(x)$ on $\mathbb{S}$, and whenever $u-\psi$ has a local maximum at $(t, x)$ for some $\psi \in \underline{\mathcal{C}}$, then

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(t, x,\left|\nabla \psi_{1}(t, x)\right|\right) \leq 0 \tag{7.3}
\end{equation*}
$$

A lower semicontinuous function $u:[0, T) \times \mathbb{S} \rightarrow \mathbb{R}$ is a metric viscosity supersolution of (7.1) if $u(0, x) \geq g(x)$ on $X$, and whenever $u-\psi$ has a local minimum at $(t, x)$ for some $\psi \in \overline{\mathcal{C}}$, then

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H^{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(t, x,\left|\nabla \psi_{1}(t, x)\right|\right) \geq 0 \tag{7.4}
\end{equation*}
$$

A continuous function $u:[0, T) \times \mathbb{S} \rightarrow \mathbb{R}$ is a metric viscosity solution of (7.1) if it is both a metric viscosity subsolution and a metric viscosity supersolution of (7.1).

Remark 13. We stated the definition of viscosity solution for equations defined in the whole space, however we can define metric viscosity subsolutions/supersolutions in any open subset $Q$ of $(0, T) \times \mathbb{S}$ by requiring that $(7.3) /(7.3)$ be satisfied whenever a local maximum/minimum is in $Q$. Initial condition is disregarded in such cases. The definition can also be applied in an obvious way to stationary equations $H(x, u,|\nabla u|)=0$.

We recall a variational principle of Borwein-Preiss (see [18], Theorem 2.6 and Remark 2.7 about the result in a metric space) formulated in a form suitable for us. It can be obtained following the proof of Theorem 2.6 of [18] using the metric

$$
\bar{d}\left((t, s, x, y),\left(t^{\prime}, s^{\prime}, x^{\prime}, y^{\prime}\right)\right)=\left(\left|t-t^{\prime}\right|^{2}+\left|s-s^{\prime}\right|^{2}+d^{2}\left(x, x^{\prime}\right)+d^{2}\left(y, y^{\prime}\right)\right)^{\frac{1}{2}} .
$$

We remark that it would be enough for our purposes to use a version of Ekeland's variational principle but the perturbation function from Lemma 7.4 is more regular. Lemma 7.4 was also used in [36].

Lemma 7.4. Let $\Phi:[0, T] \times[0, T] \times \mathbb{S} \times \mathbb{S} \rightarrow[-\infty,+\infty)$ be upper semicontinuous and bounded from above. Let for $n \geq 1,\left(\hat{t}_{n}, \hat{s}_{n}, \hat{x}_{n}, \hat{y}_{n}\right)$ be such that

$$
\Phi\left(\hat{t}_{n}, \hat{s}_{n}, \hat{x}_{n}, \hat{y}_{n}\right)>\sup \Phi-\frac{1}{n}
$$

Then there exist sequences $x_{k}^{n}, y_{k}^{n}$ such that $d\left(x_{k}^{n}, \hat{x}_{n}\right) \leq 1, d\left(y_{k}^{n}, \hat{y}_{n}\right) \leq 1, k \geq 1$, points $\bar{t}_{n}, \bar{s}_{n} \in[0, T], \bar{x}_{n}, \bar{y}_{n} \in \mathbb{S}$, such that $\left(x_{k}^{n}, y_{k}^{n}\right) \rightarrow\left(\bar{x}_{n}, \bar{y}_{n}\right)$, sequences of nonnegative numbers $\beta_{k}^{n}$ such that $\sum_{k=1}^{+\infty} \beta_{k}^{n}=1$, and quadratic polynomials $p_{1}^{n}, p_{2}^{n} \geq 0$ with $\left|\left(p_{1}^{n}\right)^{\prime}\left(\bar{t}_{n}\right)\right| \leq 4 / n,\left|\left(p_{2}^{n}\right)^{\prime}\left(\bar{s}_{n}\right)\right| \leq 4 / n$, such that

$$
\Phi\left(\bar{t}_{n}, \bar{s}_{n}, \bar{x}_{n}, \bar{y}_{n}\right)>\sup \Phi-\frac{1}{n}
$$

and

$$
\begin{aligned}
& \Phi\left(\bar{t}_{n}, \bar{s}_{n}, \bar{x}_{n}, \bar{y}_{n}\right)-\frac{1}{n} \sum_{k=1}^{\infty} \beta_{k}^{n}\left(d^{2}\left(\bar{x}_{n}, x_{k}^{n}\right)+d^{2}\left(\bar{y}_{n}, y_{k}^{n}\right)\right)-p_{1}^{n}\left(\bar{t}_{n}\right)-p_{2}^{n}\left(\bar{s}_{n}\right) \\
& \quad \geq \Phi(t, s, x, y)-\frac{1}{n} \sum_{k=1}^{\infty} \beta_{k}^{n}\left(d^{2}\left(x, x_{k}^{n}\right)+d^{2}\left(y, y_{k}^{n}\right)\right)-p_{1}^{n}(t)-p_{2}^{n}(s)
\end{aligned}
$$

for all $(t, s, x, y) \in[0, T] \times[0, T] \times \mathbb{S} \times \mathbb{S}$.
From now on we will restrict our attention to equations

$$
\left\{\begin{array}{l}
\partial_{t} u+H(|\nabla u|)+f(x)=0, \quad \text { in }(0, T) \times \mathbb{S},  \tag{7.5}\\
u(0, x)=g(x) \text { on } \mathbb{S} .
\end{array}\right.
$$

We assume that $H:[0,+\infty) \rightarrow \mathbb{R}$ is continuous and

$$
f: \mathbb{S} \rightarrow \mathbb{R}, \quad g: \mathbb{S} \rightarrow \mathbb{R}
$$

are uniformly continuous, i.e. there exists a modulus $\omega$ such that

$$
\begin{equation*}
|f(x)-f(y)|+|g(x)-g(y)| \leq \omega(d(x, y)) \quad \text { for } x, y \in \mathbb{S} \tag{7.6}
\end{equation*}
$$

We could assume that $f$ also depends on $t$ but we do not do so for simplicity.
We will only present the proof of comparison for equation (7.5) since it is the most relevant for the class of Hamilton-Jacobi equations studied in this paper and since we do not want to make any assumptions about the growth and continuity of $H$. Once the basic techniques are in place the proof is not much different from typical viscosity proofs in finite dimensions [23] or in Hilbert spaces and can be modified to general equations (7.1) under typical assumptions on $H$ and growth conditions for sub- and supersolutions. The proof would be much easier if $\mathbb{S}$ was compact (or locally compact) since we could avoid the use of Lemma 7.4.
Theorem 7.5. Let (7.6) hold and $H$ be continuous. Let $u$ be a metric viscosity subsolution of (7.5) and $v$ be a metric viscosity supersolution of (7.5) satisfying

$$
\begin{equation*}
|u(t, x)|+|v(t, x)| \leq K\left(1+d\left(x_{0}, x\right)\right) \tag{7.7}
\end{equation*}
$$

for some $K \geq 0$, and

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left([u(t, x)-g(x)]_{+}+[v(t, x)-g(x)]_{-}\right)=0 \quad \text { uniformly on bounded sets of } \mathbb{S} . \tag{7.8}
\end{equation*}
$$

Then $u \leq v$.
Proof. We first notice that the functions $u_{1}(t, x)=e^{-t} u(t, x), v_{1}(t, x)=e^{-t} v(t, x)$ are respectively a viscosity subsolution and a viscosity supersolution of the equation

$$
\left\{\begin{array}{l}
\partial_{t} u+u+e^{-t} H\left(e^{t}|\nabla u|\right)+e^{-t} f(x)=0  \tag{7.9}\\
u(0, x)=g(x)
\end{array}\right.
$$

Let $L>0$ be such that $\omega(s) \leq 1+L s$. For $0<\mu<1$ we define

$$
u_{\mu}(t, x)=u_{1}(t, x)-\frac{\mu}{T-t}, \quad v_{\mu}(s, y)=v_{1}(s, y)+\frac{\mu}{T-s}
$$

Step 1. We will first show that for every $\mu$

$$
\begin{align*}
& \lim _{R \rightarrow+\infty} \lim _{r \rightarrow 0} \sup _{t, s, x, y}\left\{u_{\mu}(t, x)-v_{\mu}(s, y)-2 L d(x, y):|t-s|<r\right. \\
& \left.d\left(x_{0}, x\right)+d\left(x_{0}, y\right)<R\right\}<+\infty \tag{7.10}
\end{align*}
$$

Let $\gamma_{R} \in C^{1}([0,+\infty)), \gamma_{R} \geq 0, \gamma_{R}^{\prime} \geq 0, R \geq 1$, be a family of functions such that

$$
\begin{gather*}
\liminf _{r \rightarrow \infty} \frac{\gamma_{R}(r)}{r} \geq 3 K \quad \text { for every } R \geq 1  \tag{7.11}\\
\left|\gamma_{R}^{\prime}(r)\right| \leq C \quad \text { for all } R \geq 1, r \in[0,+\infty)  \tag{7.12}\\
\gamma_{R}(r)=0 \quad \text { for } r \in[0, R], R \geq 1 \tag{7.13}
\end{gather*}
$$

For $R \geq 1, \beta>0, \mu>0$ we define the function

$$
\begin{aligned}
\Phi_{R, \beta}(t, s, x, y) & =u_{\mu}(t, x)-v_{\mu}(s, y)-2 L\left(1+d^{2}(x, y)\right)^{\frac{1}{2}} \\
& -\gamma_{R}\left(d\left(x_{0}, x\right)\right)-\gamma_{R}\left(d\left(x_{0}, y\right)\right)-\frac{(t-s)^{2}}{2 \beta}
\end{aligned}
$$

The function $\Phi$ is upper semicontinuous on $[0, T] \times[0, T] \times \mathbb{S} \times \mathbb{S}$ and, by (7.7), (7.11), is bounded from above. If (7.10) is not satisfied, then (7.13) implies that for every $n$ there exist $R_{n},\left(t_{n}^{i}, s_{n}^{i}, x_{n}^{i}, y_{n}^{i}\right)$ such that $d\left(x_{0}, x_{n}^{i}\right)+d\left(x_{0}, y_{n}^{i}\right)<R_{n},\left|t_{n}^{i}-s_{n}^{i}\right| \rightarrow 0$ as $i \rightarrow+\infty$, and $u_{\mu}\left(t_{n}^{i}, x_{n}^{i}\right)-v_{\mu}\left(s_{n}^{i}, y_{n}^{i}\right)-2 L d\left(x_{n}^{i}, y_{n}^{i}\right) \geq n$. Thus for every $\beta>0, n$, $\lim \sup _{i \rightarrow+\infty} \Phi_{R_{n}, \beta}\left(t_{n}^{i}, s_{n}^{i}, x_{n}^{i}, y_{n}^{i}\right) \geq n-2 L$, and thus

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \limsup _{\beta \rightarrow 0} \sup \Phi_{R, \beta} \geq \lim _{n \rightarrow+\infty} \limsup _{i \rightarrow+\infty} \Phi_{R_{n}, \beta}\left(t_{n}^{i}, s_{n}^{i}, x_{n}^{i}, y_{n}^{i}\right)=\infty \tag{7.14}
\end{equation*}
$$

Therefore, Lemma 7.4 applied with $n=1$ implies that for large $R$, there exist $\beta_{k}, x_{k}, y_{k}, p_{1}, p_{2}$ satisfying conditions of Lemma 7.4 such that

$$
\Phi_{R, \beta}(t, s, x, y)-\sum_{k=1}^{\infty} \beta_{k}\left(d^{2}\left(x, x_{k}\right)+d^{2}\left(y, y_{k}\right)\right)-p_{1}(t)-p_{2}(s)
$$

has a maximum at a point $(\bar{t}, \bar{s}, \bar{x}, \bar{y})$ such that

$$
\begin{equation*}
\Phi_{R, \beta}(\bar{t}, \bar{s}, \bar{x}, \bar{y})>\sup \Phi_{R, \beta}-1 \tag{7.15}
\end{equation*}
$$

and hence

$$
\begin{equation*}
u_{1}(\bar{t}, \bar{x})-v_{1}(\bar{s}, \bar{y}) \geq u_{\mu}(\bar{t}, \bar{x})-v_{\mu}(\bar{s}, \bar{y}) \geq 2 L d(\bar{x}, \bar{y}) \tag{7.16}
\end{equation*}
$$

It follows from (7.14) and (7.15) that

$$
\begin{equation*}
\limsup _{R \rightarrow+\infty} \limsup _{\beta \rightarrow 0} \Phi_{R, \beta}(\bar{t}, \bar{s}, \bar{x}, \bar{y})=+\infty \tag{7.17}
\end{equation*}
$$

We also notice that since $\tilde{\Phi}_{R, \beta}$ is bounded by a constant depending on $R$,

$$
\frac{(\bar{t}-\bar{s})^{2}}{2 \beta} \leq C_{R}
$$

for some constant $C_{R}$.
Therefore, when (7.15) holds, it is easy to see from (7.6) and (7.8), that $0<$ $\bar{t}, \bar{s}<T$ for sufficiently small $\beta$. Therefore using the definition of viscosity solution we have

$$
\begin{gathered}
u_{1}(\bar{t}, \bar{x})+\frac{\bar{t}-\bar{s}}{\beta}+\frac{\mu}{(T-\bar{t})^{2}}+p_{1}^{\prime}(\bar{t})+e^{-\bar{t}} H_{e^{\bar{t}}\left|\nabla \psi_{2}(\bar{x})\right|^{*}}\left(e^{\bar{t}}\left|\nabla \psi_{1}(\bar{x})\right|\right)+e^{-\bar{t}} f(\bar{x}) \leq 0 \\
\left.v_{1}(\bar{s}, \bar{y})+\frac{\bar{t}-\bar{s}}{\beta}-\frac{\mu}{(T-\bar{s})^{2}}-p_{2}^{\prime}(\bar{s})++e^{-\bar{s}} H^{e^{\bar{s}}} \right\rvert\, \nabla \tilde{\psi}_{2}(\bar{y})^{*}\left(e^{\bar{s}}\left|\nabla \tilde{\psi}_{1}(\bar{y})\right|\right)+e^{-\bar{s}} f(\bar{y}) \geq 0
\end{gathered}
$$

where

$$
\begin{gathered}
\psi_{1}(x)=2 L\left(1+d^{2}(x, \bar{y})\right)^{\frac{1}{2}}, \quad \psi_{2}(x)=\gamma_{R}\left(d\left(x_{0}, x\right)\right)+\sum_{k=1}^{\infty} \beta_{k} d^{2}\left(x, x_{k}\right) \\
\tilde{\psi}_{1}(y)=-2 L\left(1+d^{2}(\bar{x}, y)\right)^{\frac{1}{2}}, \quad \tilde{\psi}_{2}(y)=-\gamma_{R}\left(d\left(x_{0}, y\right)\right)-\sum_{k=1}^{\infty} \beta_{k} d^{2}\left(y, y_{k}\right)
\end{gathered}
$$

The function $\psi_{1}$ is globally Lipschitz and since from Lemma 7.4 we have $d\left(\bar{x}, x_{k}\right) \leq 2$ for all $k$, it is easy to see that $\left|\underset{\sim}{\nabla} \psi_{1}(\bar{x})\right|+\left|\underset{\sim}{\nabla} \psi_{2}(\bar{x})\right|^{*} \leq C$ for some $C$ independent of $R, \mu, \beta$. Similarly we have $\left|\nabla \tilde{\psi}_{1}(\bar{y})\right|+\left|\nabla \tilde{\psi}_{2}(\bar{y})\right|^{*} \leq C$.

Using the continuity of $H$ we thus obtain

$$
u_{1}(\bar{t}, \bar{x})-v_{1}(\bar{s}, \bar{y})+e^{-\bar{t}} f(\bar{x})-e^{-\bar{s}} f(\bar{y}) \leq C_{1}
$$

where $C_{1}$ is independent of $R, \mu, \beta$. It thus follows from (7.6), and (7.16) that

$$
\begin{array}{r}
u_{1}(\bar{t}, \bar{x})-v_{1}(\bar{s}, \bar{y}) \leq 1+C_{1}+\left(e^{-\bar{s}}-e^{-\bar{t}}\right) f(\bar{y})+L d(\bar{x}, \bar{y}) \\
\quad \leq 1+C_{1}+\left(e^{-\bar{s}}-e^{-\bar{t}}\right) f(\bar{y})+\frac{1}{2}\left(u_{1}(\bar{t}, \bar{x})-v_{1}(\bar{s}, \bar{y})\right)
\end{array}
$$

and hence

$$
u_{1}(\bar{t}, \bar{x})-v_{1}(\bar{s}, \bar{y}) \leq 2\left(1+C_{1}\right)+2\left(e^{-\bar{s}}-e^{-\bar{t}}\right) f(\bar{y})
$$

Therefore,

$$
\Phi(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \leq u_{1}(\bar{t}, \bar{x})-v_{1}(\bar{s}, \bar{y}) \leq 2\left(1+C_{1}\right)+2\left(e^{-\bar{s}}-e^{-\bar{t}}\right) f(\bar{y})
$$

which, noticing that for fixed $\mu, R$, the distances $d\left(x_{0}, \bar{y}\right)$ remain bounded, implies

$$
\limsup _{R \rightarrow \infty} \limsup _{\beta \rightarrow 0} \Phi(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \leq 2\left(1+C_{1}\right)
$$

which contradicts (7.17).
Step 2. Suppose that $u_{1}(\tilde{t}, \tilde{x})-v_{1}(\tilde{t}, \tilde{x})>2 \nu$ for some $\nu>0$ and $\tilde{t}, \tilde{x}$. Then the function

$$
\Psi(t, s, x, y):=u_{\mu}(t, x)-v_{\mu}(s, y)-\frac{d^{2}(x, y)}{2 \epsilon}-\delta\left(d^{2}\left(x_{0}, x\right)+d^{2}\left(x_{0}, y\right)\right)-\frac{(t-s)^{2}}{2 \beta}
$$

is upper semicontinuous on $[0, T] \times[0, T] \times \mathbb{S} \times \mathbb{S}$ and bounded from above. Define

$$
m_{\mu, \epsilon, \delta, \beta}:=\sup _{t, s, x, y} \Psi(t, s, x, y)
$$

We have $m_{\mu, \epsilon, \delta, \beta}>3 \nu / 2$ for small $\mu, \epsilon, \delta, \beta>0$. Thus, for small $\mu, \epsilon, \delta, \beta>0$ and large $n$ there exist $\beta_{k}^{n}, x_{k}^{n}, y_{k}^{n}, p_{1}^{n}, p_{2}^{n}$ as in Lemma 7.4 such that

$$
\Psi(t, s, x, y)-\frac{1}{n} \sum_{k=1}^{\infty} \beta_{k}^{n}\left(d^{2}\left(x, x_{k}^{n}\right)+d^{2}\left(y, y_{k}^{n}\right)\right)-p_{1}^{n}(t)-p_{2}^{n}(s)
$$

has a maximum at a point $(\bar{t}, \bar{s}, \bar{x}, \bar{y})$ such that

$$
\begin{equation*}
\Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \geq m_{\mu, \epsilon, \delta, \beta}-\frac{1}{n} \geq \nu \tag{7.18}
\end{equation*}
$$

Defining
$m_{\mu, \epsilon, \delta}:=\lim _{r \rightarrow 0}\{\tilde{\Psi}(t, s, x, y):|t-s|<r\}$, where $\tilde{\Psi}(t, s, x, y)=\Psi(t, s, x, y)+\frac{(t-s)^{2}}{2 \beta}$. we claim that

$$
\begin{equation*}
m_{\mu, \epsilon, \delta}=\lim _{\beta \rightarrow 0} m_{\mu, \epsilon, \delta, \beta} . \tag{7.19}
\end{equation*}
$$

To see this let $\left(t_{r}, s_{r}, x_{r}, y_{r}\right)$ be such that $\left|t_{r}-s_{r}\right|<r$ and

$$
m_{\mu, \epsilon, \delta}=\lim _{r \rightarrow 0} \tilde{\Psi}\left(t_{r}, s_{r}, x_{r}, y_{r}\right)
$$

Then for every $\beta>0$

$$
\lim _{r \rightarrow 0} \tilde{\Psi}\left(t_{r}, s_{r}, x_{r}, y_{r}\right)=\lim _{r \rightarrow 0} \Psi\left(t_{r}, s_{r}, x_{r}, y_{r}\right) \leq m_{\mu, \epsilon, \delta, \beta}
$$

which implies

$$
m_{\mu, \epsilon, \delta} \leq \lim _{\beta \rightarrow 0} m_{\mu, \epsilon, \delta, \beta} .
$$

Now let $\left(t_{\beta}, s_{\beta}, x_{\beta}, y_{\beta}\right)$ be such that

$$
m_{\mu, \epsilon, \delta, \beta}<\Psi\left(t_{\beta}, s_{\beta}, x_{\beta}, y_{\beta}\right)+\beta \leq \tilde{\Psi}\left(t_{\beta}, s_{\beta}, x_{\beta}, y_{\beta}\right)+\beta
$$

Since $\tilde{\Psi}$ is bounded by a constant depending on $R$, there is a constant $\tilde{C}_{R}$ such that

$$
\frac{\left(t_{\beta}-s_{\beta}\right)^{2}}{2 \beta} \leq \tilde{C}_{R}
$$

This implies

$$
m_{\mu, \epsilon, \delta}<\sup \left\{\tilde{\Psi}(t, s, x, y):|t-s| \leq\left(2 \tilde{C}_{R} \beta\right)^{\frac{1}{2}}\right\}+\beta
$$

Letting $\beta \rightarrow 0$ above it thus follows that

$$
m_{\mu, \epsilon, \delta} \geq \lim _{\beta \rightarrow 0} m_{\mu, \epsilon, \delta, \beta}
$$

which completes the proof of the claim.
Now

$$
m_{\mu, \epsilon, \delta, \beta} \leq \Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y})+\frac{1}{n}
$$

and thus

$$
m_{\mu, \epsilon, \delta, \beta}+\frac{(\bar{t}-\bar{s})^{2}}{4 \beta} \leq \Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y})+\frac{1}{n}+\frac{(\bar{t}-\bar{s})^{2}}{4 \beta} \leq m_{\mu, \epsilon, \delta, 2 \beta}+\frac{1}{n}
$$

This implies

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{(\bar{t}-\bar{s})^{2}}{\beta}=0 \quad \text { for fixed } \mu, \epsilon, \delta \tag{7.20}
\end{equation*}
$$

By (7.7) we also have

$$
\begin{equation*}
d\left(x_{0}, \bar{x}\right)+d\left(x_{0}, \bar{y}\right) \leq R_{\delta} \quad \text { for fixed } \mu, \epsilon, \tag{7.21}
\end{equation*}
$$

for some $R_{\delta}>0$. Therefore, by (7.6), and (7.20), for sufficiently small $\mu, \epsilon, \delta, \beta$, we must have $0<\bar{t}, \bar{s}<T$. Now, by (7.18),

$$
\frac{d^{2}(\bar{x}, \bar{y})}{2 \epsilon}+\delta\left(d^{2}\left(x_{0}, \bar{x}\right)+d^{2}\left(x_{0}, \bar{y}\right)\right)+\frac{(\bar{t}-\bar{s})^{2}}{2 \beta} \leq u_{\mu}(\bar{t}, \bar{x})-v_{\mu}(\bar{s}, \bar{y})
$$

and thus, taking $\lim \sup _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty}$ above and using (7.10), (7.20) and (7.21), we obtain for every $\mu, \epsilon, \delta$

$$
\begin{aligned}
& \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{d^{2}(\bar{x}, \bar{y})}{2 \epsilon}+\delta\left(d^{2}\left(x_{0}, \bar{x}\right)+d^{2}\left(x_{0}, \bar{y}\right)\right. \\
\leq & \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow \infty}\left(u_{\mu}(\bar{t}, \bar{x})-v_{\mu}(\bar{s}, \bar{y})\right) \\
\leq & \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow \infty} 2 L d(\bar{x}, \bar{y})+C_{2} \\
\leq & \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{d^{2}(\bar{x}, \bar{y})}{4 \epsilon}+C_{3}
\end{aligned}
$$

where $C_{2}, C_{3}$ may depend on $\mu$. This in particular implies that

$$
\begin{array}{r}
\limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{d(\bar{x}, \bar{y})}{\epsilon} \leq 2\left(\frac{C_{3}}{\epsilon}\right)^{\frac{1}{2}} \\
\quad \delta\left(d\left(x_{0}, \bar{x}\right)+d\left(x_{0}, \bar{y}\right)\right) \leq C_{\mu} \sqrt{\delta} \tag{7.23}
\end{array}
$$

for some constant $C_{\mu}$. Using the definition of viscosity solution and Lemma 7.2 we obtain
$u_{1}(\bar{t}, \bar{x})+\frac{\bar{t}-\bar{s}}{\beta}+\frac{\mu}{(T-\bar{t})^{2}}+\left(p_{1}^{n}\right)^{\prime}(\bar{t})+e^{-\bar{t}} H_{e^{\bar{t}}\left|\nabla \psi_{2}(\bar{x})\right|^{*}}\left(e^{\bar{t}} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+e^{-\bar{t}} f(\bar{x}) \leq 0$,
$v_{1}(\bar{s}, \bar{y})+\frac{\bar{t}-\bar{s}}{\beta}-\frac{\mu}{(T-\bar{s})^{2}}-\left(p_{2}^{n}\right)^{\prime}(\bar{s})+e^{-\bar{s}} H^{e^{\bar{s}}\left|\nabla \tilde{\psi}_{2}(\bar{y})\right|^{*}}\left(e^{\bar{s}} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+e^{-\bar{s}} f(\bar{y}) \geq 0$, where

$$
\begin{aligned}
\psi_{2}(x) & =\delta d^{2}\left(x_{0}, x\right)+\frac{1}{n} \sum_{k=1}^{\infty} \beta_{k}^{n} d^{2}\left(x, x_{k}^{n}\right) \\
\tilde{\psi}_{1}(y) & =-\delta d^{2}\left(x_{0}, y\right)-\frac{1}{n} \sum_{k=1}^{\infty} \beta_{k}^{n} d^{2}\left(y, y_{k}^{n}\right)
\end{aligned}
$$

In particular, (7.21) and (7.23) give

$$
\limsup _{\delta \rightarrow 0} \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty}\left(\left|\nabla \psi_{2}(\bar{x})\right|^{*}+\left|\nabla \tilde{\psi}_{2}(\bar{y})\right|^{*}\right)=0 .
$$

We now subtract the above inequalities, use the continuity of $H$, and (7.20), (7.21), (7.23), (7.22) to get

$$
e^{-\bar{t}} H\left(e^{\bar{t}} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-e^{-\bar{t}} H\left(e^{\bar{t}} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+e^{-\bar{t}} f(\bar{x})-e^{-\bar{t}} f(\bar{y}) \leq-\frac{2 \mu}{T^{2}}+\sigma(\delta, \beta, n),
$$

where $\lim \sup _{\delta \rightarrow 0} \lim \sup _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty} \sigma(\delta, \beta, n)=0$ for fixed $\mu, \epsilon$. It remains to take

$$
\limsup _{\epsilon \rightarrow 0} \limsup _{\delta \rightarrow 0} \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty}
$$

in the above inequality and use (7.6), (7.22) to obtain a contradiction.
Corollary 2. Let $u$ be a metric viscosity subsolution of

$$
\left\{\begin{array}{l}
\partial_{t} u+H(|\nabla u|)+f_{1}(x)=0  \tag{7.24}\\
u(0, x)=g_{1}(x)
\end{array}\right.
$$

and $v$ be a metric viscosity supersolution of

$$
\left\{\begin{array}{l}
\partial_{t} v+H(|\nabla v|)+f_{2}(x)=0  \tag{7.25}\\
v(0, x)=g_{2}(x)
\end{array}\right.
$$

where $f_{1}, g_{1}, f_{2}, g_{2}$ satisfy (7.6), $H$ is continuous, and $u, v$ satisfy (7.7) and (7.8) with $g_{1}$ and $g_{2}$ respectively. Then

$$
\begin{equation*}
u-v \leq \sup _{x}\left\{g_{1}(x)-g_{2}(x)\right\}+t \sup _{x}\left\{f_{2}(x)-f_{1}(x)\right\} . \tag{7.26}
\end{equation*}
$$

Proof. The result follows from Theorem 7.5 upon noticing that the function

$$
v_{1}(t, x)=v(t, x)+\sup _{x}\left\{g_{1}(x)-g_{2}(x)\right\}+t \sup _{x}\left\{f_{2}(x)-f_{1}(x)\right\}
$$

is a viscosity supersolution of (7.24).

It is easy to see that the notion of metric viscosity solution has good limiting properties. In particular it is stable with respect to uniform limits. Moreover, if the metric space $\mathbb{S}$ is locally compact, the method of half-relaxed limits of BarlesPerthame (see [23]) also works for it.
7.2. Existence of solutions. We first show that a version of Perron's method can be applied to produce a viscosity solution of (7.5) without any additional restrictions on $H$. Let us first recall that the upper semicontinuous envelope of a function $f$ is denoted by $f^{*}$ and is the least upper semicontinuous function which is greater than or equal to $f$. Similarly, the lower semicontinuous envelope of a function $f$ is denoted by $f_{*}$ and is the largest lower semicontinuous function which is less than or equal to $f$. We say that a function $f$ has a strict maximum at $(t, x)$ over a set $A \subset[0, T] \times \mathbb{S}$ if $f(s, y) \leq f(t, x)$ for all $(s, y) \in A$ and whenever $\left(t_{n}, x_{n}\right)$ is a sequence in $A$ such that $f\left(t_{n}, x_{n}\right) \rightarrow f(t, x)$ then $\left(t_{n}, x_{n}\right) \rightarrow(t, x)$. Strict minimum is defined similarly.
Theorem 7.6. Let (7.6) hold and $H$ be continuous. Let $\underline{u}$ be a metric viscosity subsolution of (7.5) and $\bar{v}$ be a metric viscosity supersolution of (7.5) satisfying (7.7),

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left(\left[\bar{v}^{*}(t, x)-g(x)\right]_{+}+\left[\underline{u}_{*}(t, x)-g(x)\right]_{-}\right)=0 \quad \text { uniformly on bounded sets of } \mathbb{S}, \tag{7.27}
\end{equation*}
$$

and $\underline{u} \leq \bar{v}$. Denote

$$
\mathcal{S}:=\{w: \underline{u} \leq w \leq \bar{v}, w \text { is a metric viscosity subsolution of (7.5) }\}
$$

Then

$$
v:=\sup _{w \in \mathcal{S}} w
$$

is a metric viscosity solution of (7.5).
Proof. Step 1. Suppose that $v^{*}-\psi$ has a maximum at a point $(t, x)$ over some set $A=\left\{(s, y):|t-s|^{2}+d^{2}(y, x) \leq \eta\right.$ for some $\eta>0$ and $\psi=\psi_{1}+\psi_{2} \in \underline{\mathcal{C}}$. Replacing $\psi(s, y)$ by $\psi(s, y)+(s-t)^{2}+d^{2}(y, x)$ we can assume that the maximum is strict. By the definition of $v^{*}$ there exist $w_{n} \in \mathcal{S}$ and $\left(\tilde{t}_{n}, \tilde{x}_{n}\right) \rightarrow(t, x)$ such that $w_{n}\left(\tilde{t}_{n}, \tilde{x}_{n}\right) \rightarrow v^{*}(t, x)$, and thus

$$
\sup _{A}\left(w_{n}-\psi\right) \rightarrow v^{*}(t, x)-\psi(t, x) .
$$

Applying Lemma 7.4 on $A$, there exist points $\left(t_{n}, x_{n}\right) \in A$, and perturbation functions $\varphi_{n}(s, y)=\frac{1}{n} \sum_{k=1}^{\infty} \beta_{k}^{n} d^{2}\left(y, x_{k}^{n}\right)+p_{1}^{n}(t)$ from Lemma 7.4 such that

$$
\left|\partial_{t} \varphi_{n}\left(t_{n}, x_{n}\right)\right| \leq 1 / n,\left|\nabla \varphi_{n}\left(t_{n}, x_{n}\right)\right|^{*} \leq 1 / n
$$

and such that $w_{n}-\psi-\varphi_{n}$ has a maximum over $A$ at $\left(t_{n}, x_{n}\right)$, and

$$
\sup _{A}\left(w_{n}-\psi\right)-\frac{1}{n}<w_{n}\left(t_{n}, x_{n}\right)-\psi\left(t_{n}, x_{n}\right) \leq v^{*}\left(t_{n}, x_{n}\right)-\psi\left(t_{n}, x_{n}\right) \leq v^{*}(t, x)-\psi(t, x)
$$

Letting $n \rightarrow+\infty$ above we thus obtain

$$
\lim _{n \rightarrow+\infty}\left(v^{*}\left(t_{n}, x_{n}\right)-\psi\left(t_{n}, x_{n}\right)\right)=v^{*}(t, x)-\psi(t, x)
$$

Since the maximum at $(t, x)$ was strict this implies $\left(t_{n}, x_{n}\right) \rightarrow(t, x)$.
We now have

$$
\begin{equation*}
\partial_{t} \psi\left(t_{n}, x_{n}\right)+\partial_{t} \varphi_{n}\left(t_{n}, x_{n}\right)+H_{\left|\nabla \tilde{\psi}_{n}\left(t_{n}, x_{n}\right)\right|^{*}}\left(\left|\nabla \psi_{1}\left(t_{n}, x_{n}\right)\right|\right)+f\left(x_{n}\right) \leq 0 \tag{7.28}
\end{equation*}
$$

where $\tilde{\psi}_{n}=\psi_{2}+\varphi_{n}$. It follows from the definition that

$$
\left|\nabla \tilde{\psi}_{n}\left(t_{n}, x_{n}\right)\right|^{*} \leq\left|\nabla \psi_{2}\left(t_{n}, x_{n}\right)\right|^{*}+\left|\nabla \varphi_{n}\left(t_{n}, x_{n}\right)\right|^{*}
$$

Therefore

$$
\begin{equation*}
\limsup _{n \rightarrow+\infty}\left|\nabla \tilde{\psi}_{n}\left(t_{n}, x_{n}\right)\right|^{*} \leq \limsup _{n \rightarrow+\infty}\left|\nabla \psi_{2}\left(t_{n}, x_{n}\right)\right|^{*}+\frac{1}{n} \leq\left|\nabla \psi_{2}(t, x)\right|^{*} \tag{7.29}
\end{equation*}
$$

where we used the upper semicontinuity of $\left|\nabla \psi_{2}\right|^{*}$. It is not difficult to see that since $H$ is continuous, the function $H_{r}(s)$ is continuous in $r, s$ (and hence uniformly continuous on bounded sets) and is non-increasing in $r$. It thus remains to let $n \rightarrow+\infty$ in (7.28) and use (7.29) to get

$$
\partial_{t} \psi(t, x)+H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(\left|\nabla \psi_{1}(t, x)\right|\right)+f(x) \leq 0 .
$$

It now follows from Theorem 7.5 that $v^{*} \leq \bar{v}$ and hence $v=v^{*} \in \mathcal{S}$.
We remark that it is obvious from the definition of metric viscosity subsolution that the maximum of two metric viscosity subsolutions in any open subset of $(0, T) \times$ $\mathbb{S}$ is a metric viscosity subsolution, a fact which we will use in Step 2.
Step 2. If $v_{*}$ is not a viscosity supersolution then there exist $(t, x)$ and $\psi=$ $\psi_{1}+\psi_{2} \in \overline{\mathcal{C}}$ such that $v_{*}-\psi$ has a local minimum at $(t, x)$ and

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H^{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(\left|\nabla \psi_{1}(t, x)\right|\right)+f(x)<-2 \epsilon \tag{7.30}
\end{equation*}
$$

for some $\epsilon>0$. If $v_{*}(t, x)=\bar{v}(t, x)$ then, since $v_{*} \leq \bar{v}$, this would mean that $\bar{v}-\psi$ has a local minimum at $(t, x)$. But $\bar{v}$ is a viscosity supersolution and hence (7.30) could not be true. Therefore we must have $v_{*}(t, x)<\bar{v}(t, x)$. Moreover

$$
\begin{equation*}
\psi_{t}(s, y)+H^{\left|\nabla \psi_{2}(s, y)\right|^{*}}\left(\mid \nabla \psi_{1}((s, y) \mid)+f(y)<-\epsilon \quad \text { if }|t-s|^{2}+d^{2}(x, y)<r^{2}\right. \tag{7.31}
\end{equation*}
$$

for some $t>r>0$. Without loss of generality we can assume that $v_{*}(t, x)-\psi(t, x)=$ 0 and the minimum is strict. Therefore, by possibly making $r$ smaller, there exists $0<\eta$ such that $v_{*}(s, y)>\psi(s, y)+\eta$ for $r^{2} / 2 \leq|t-s|^{2}+d^{2}(x, y)<r^{2}$ and $\psi+\eta<\bar{v}$ if $|t-s|^{2}+d^{2}(x, y)<r^{2}$. Define a function

$$
w(s, y)=\left\{\begin{array}{l}
\max (\psi+\eta, v) \quad \text { if }|t-s|^{2}+d^{2}(x, y)<r^{2} \\
v \text { otherwise }
\end{array}\right.
$$

We claim that $w$ is a viscosity subsolution of (7.5). To prove this it is enough to show that the function $\psi$ (and hence $\psi+\eta$ ) is a viscosity subsolution of (7.5) in $\left\{(s, y)_{\tilde{\sim}}|t-s|^{2}+d^{2}(x, y)<r^{2}\right\}$. Let then $\psi-\tilde{\psi}$ have a local maximum at $(s, y)$ for some $\tilde{\psi}=\tilde{\psi}_{1}+\tilde{\psi}_{2} \in \underline{\mathcal{C}}$. Then obviously $\partial_{t} \tilde{\psi}(s, y)=\partial_{t} \psi(s, y)$ and

$$
\begin{equation*}
\left|\nabla^{+}\left(\psi_{1}-\tilde{\psi}_{1}\right)(s, y)\right| \leq\left|\nabla^{+}\left(\tilde{\psi}_{2}-\psi_{2}\right)(s, y)\right| \leq\left|\nabla\left(\tilde{\psi}_{2}-\psi_{2}\right)(s, y)\right| \tag{7.32}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
& \left|\nabla^{+}\left(\tilde{\psi}_{2}-\psi_{2}\right)(s, y)\right| \\
\geq & \limsup _{z \rightarrow y} \frac{\left.\left.\left[\left(\psi_{1}-\tilde{\psi}_{1}\right)(s, z)\right)-\left(\psi_{1}-\tilde{\psi}_{1}\right)(s, y)\right)\right]_{+}}{d(z, y)} \\
\geq & \limsup _{z \rightarrow y} \frac{\left.\left[\psi_{1}(s, z)\right)-\psi_{1}(s, y)\right]_{+}}{d(z, y)}-\limsup _{z \rightarrow y} \frac{\left|\tilde{\psi}_{1}(s, z)-\tilde{\psi}_{1}(s, y)\right|}{d(z, y)} \\
= & \left|\nabla^{+} \psi_{1}(s, y)\right|-\left|\nabla \tilde{\psi}_{1}(s, y)\right|=\left|\nabla \psi_{1}(s, y)\right|-\left|\nabla \tilde{\psi}_{1}(s, y)\right| .
\end{aligned}
$$

Likewise we obtain

$$
\begin{aligned}
\left|\nabla^{+}\left(\tilde{\psi}_{2}-\psi_{2}\right)(s, y)\right| & \geq\left|\nabla^{+}\left(-\tilde{\psi}_{1}\right)(s, y)\right|-\left|\nabla \psi_{1}(s, y)\right| \\
& =\left|\nabla^{-} \tilde{\psi}_{1}(s, y)\right|-\left|\nabla \psi_{1}(s, y)\right| \\
& =\left|\nabla \tilde{\psi}_{1}(s, y)\right|-\left|\nabla \psi_{1}(s, y)\right|
\end{aligned}
$$

It thus follows from the above two inequalities and (7.32) that

$$
\left\|\nabla \tilde { \psi } _ { 1 } ( s , y ) \left|-\left|\nabla \psi_{1}(s, y) \| \leq\left|\nabla\left(\tilde{\psi}_{2}-\psi_{2}\right)(s, y)\right| \leq\left|\nabla \psi_{2}(s, y)\right|+\left|\nabla \tilde{\psi}_{2}(s, y)\right|\right.\right.\right.
$$

which, together with (7.31), implies

$$
\partial_{t} \tilde{\psi}(s, y)+H_{\left|\nabla \tilde{\psi}_{2}(s, y)\right|^{*}}\left(\mid \nabla \tilde{\psi}_{1}((s, y) \mid)+f(y)<-\epsilon\right.
$$

Therefore $w$ is a viscosity subsolution of (7.5) and hence $w \in \mathcal{S}$ (since $w \leq \bar{v}$ ). However, it is clear from the definition of $w$ that $w(\tau, z)>v(\tau, z)$ for some $(\tau, z)$ close to $(t, x)$. This is a contradiction so $v_{*}$ must be a viscosity supersolution of (7.5). Since by Theorem 7.5 we must have $v \leq v_{*}$ it finally follows that $v=v^{*}=v_{*}$ is a viscosity solution of (7.5).

We remark that under the assumptions $\underline{u} \leq \bar{v}$ and (7.6), condition (7.27) is equivalent to

$$
\lim _{t \rightarrow 0}(|\bar{v}(t, x)-g(x)|+|\underline{u}(t, x)-g(x)|)=0
$$

uniformly on bounded sets of $\mathbb{S}$.
Corollary 3. Let $g$ be Lipschitz continuous and $f$ satisfy (7.6) and be bounded, and $H$ be continuous. Then there exists a viscosity solution of (7.5).

Proof. We notice that for sufficiently big $C$, the functions

$$
\underline{u}(t, x)=-C t+g(x), \quad \bar{u}(t, x)=C t+g(x)
$$

are respectively a viscosity subsolution and a viscosity supersolution of (7.5) satisfying (7.7) and (7.27). To see this for the subsolution case, suppose that $\underline{u}-\psi$ has a local maximum at a point $(t, x)$ for some $\psi=\psi_{1}+\psi_{2} \in \underline{\mathcal{C}}$. Then

$$
\psi_{i}(t, y)-\psi_{1}(t, x) \geq\left(\underline{u}(t, y)-\psi_{2}(t, y)\right)-\left(\underline{u}(t, x)-\psi_{2}(t, x)\right) .
$$

Therefore

$$
\begin{aligned}
\left|\nabla \psi_{1}(t, x)\right| & =\left|\nabla^{-} \psi_{1}(t, x)\right| \\
& \leq\left|\nabla^{-}\left(\underline{u}-\psi_{2}\right)(t, x)\right| \\
& \leq|\nabla \underline{u}(t, x)|+\left|\nabla \psi_{2}(t, x)\right| \leq C_{1}+\left|\nabla \psi_{2}(t, x)\right|^{*}
\end{aligned}
$$

where $C_{1}$ is the Lipschitz constant of $g$. Therefore $\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|^{*} \leq C_{1}$ and hence

$$
H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(\left|\nabla \psi_{1}(t, x)\right|\right) \leq \sup _{0 \leq s \leq C_{1}} H(s)=: C_{2}
$$

which implies that $\underline{u}$ is a viscosity subsolution if $C \geq C_{2}+\sup f$.
The result thus follows from Theorem 7.6.
Let us now consider a simpler case of equation

$$
\left\{\begin{array}{l}
\partial_{t} u+H(|\nabla u|)=0  \tag{7.33}\\
u(0, x)=g(x),
\end{array}\right.
$$

where the Hamiltonian $H$ is convex and $g$ is bounded and uniformly continuous on bounded subsets of $\mathbb{S}$. More precisely, suppose that

$$
H(s)=\sup _{r \geq 0}\{s r-\alpha(r)\}, \quad \text { for } s \geq 0
$$

where $\alpha:[0,+\infty) \rightarrow[0,+\infty)$ is an increasing convex function such that $\alpha(0)=0$ and $\alpha(r) / r \rightarrow+\infty$ as $r \rightarrow+\infty$. In particular $H(0)=0$ and $H$ is increasing. The solution of (7.33) should be given by the Hopf-Lax formula

$$
\begin{equation*}
u(t, x)=\inf _{y \in \mathbb{S}}\left\{g(y)+t \alpha\left(\frac{d(y, x)}{t}\right)\right\} \tag{7.34}
\end{equation*}
$$

Indeed it was proved in [8, 48] (see also [64]) that $u$ satisfies

$$
\frac{d}{d t_{+}} u(t, x)+H(|\nabla u(t, x)|)=0 \quad \text { for every } t>0, x \in \mathbb{S}
$$

We will prove that $u$ is a metric viscosity solution of (7.33). First we observe that, since the space is geodesic, it is easy to see that $u$ satisfies the semigroup property

$$
\begin{equation*}
u(t+h, x)=\inf _{y \in \mathbb{S}}\left\{u(t, y)+h \alpha\left(\frac{d(y, x)}{h}\right)\right\} \quad 0 \leq t<t+h \leq T \tag{7.35}
\end{equation*}
$$

Theorem 7.7. Under the above assumptions on $H$ and $g$, the function $u$ given by (7.34) is a metric viscosity solution of (7.33) on $[0,+\infty) \times \mathbb{S}$.

Proof. It is standard to see that $u$ is continuous on $[0,+\infty) \times \mathbb{S}$.
Step 1. Suppose that $u-\psi$ has a local maximum at a point $(t, x)$ for some $\psi=\psi_{1}+\psi_{2} \in \underline{\mathcal{C}}$. Set $r>0$. By the definition of test functions, there must exist points $x_{n}$ such that $d\left(x, x_{n}\right) \rightarrow 0$ and

$$
\left|\nabla \psi_{1}(t, x)\right|=\left|\nabla^{-} \psi_{1}(t, x)\right|=\lim _{n \rightarrow+\infty} \frac{\psi_{1}(t, x)-\psi_{1}\left(t, x_{n}\right)}{d\left(x, x_{n}\right)}
$$

Denote $\epsilon_{n}=d\left(x, x_{n}\right) / r$ and let $s=t-\epsilon_{n}$. Then by (7.35) we have

$$
\begin{equation*}
\psi(t, x)-\psi\left(t-\epsilon_{n}, x_{n}\right) \leq u(t, x)-u\left(t-\epsilon_{n}, x_{n}\right) \leq \epsilon_{n} \alpha\left(\frac{d\left(x_{n}, x\right)}{\epsilon_{n}}\right)=\epsilon_{n} \alpha(r) \tag{7.36}
\end{equation*}
$$

Now

$$
\begin{align*}
\frac{\psi(t, x)-\psi\left(t-\epsilon_{n}, x_{n}\right)}{\epsilon_{n}} & =\frac{\psi(t, x)-\psi\left(t, x_{n}\right)}{\epsilon_{n}}+\frac{\psi\left(t, x_{n}\right)-\psi\left(t-\epsilon_{n}, x_{n}\right)}{\epsilon_{n}} \\
& \geq\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|+\sigma_{1}(n)\right) r \\
& +\frac{1}{\epsilon_{n}} \int_{t-\epsilon_{n}}^{t} \partial_{t} \psi\left(s, x_{n}\right) d s \\
& =\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|\right) r+\partial_{t} \psi(t, x) \\
& +\sigma_{1}(n) . \tag{7.37}
\end{align*}
$$

where $\lim _{n \rightarrow+\infty} \sigma_{1}(n)=0$. Combining (7.36) and (7.37) and letting $n \rightarrow+\infty$ we thus obtain for every $r>0$

$$
\partial_{t} \psi(t, x)+\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|\right) r-\alpha(r) \leq 0
$$

This obviously implies that

$$
\partial_{t} \psi(t, x)+H_{\left|\nabla \psi_{2}(t, x)\right|}\left(\left|\nabla \psi_{1}(t, x)\right|\right) \leq 0
$$

Step 2. Suppose that $u-\psi$ has a local minimum at a point $(t, x)$ for some $\psi=$ $\psi_{1}+\psi_{2} \in \overline{\mathcal{C}}$. By (7.35), for every $\epsilon>0$ there exists $x_{\epsilon}, d\left(x, x_{\epsilon}\right) \rightarrow 0$ as $\epsilon \rightarrow 0$, such that

$$
\begin{equation*}
\psi(t, x)-\psi\left(t-\epsilon, x_{\epsilon}\right) \geq u(t, x)-u\left(t-\epsilon, x_{\epsilon}\right) \geq \epsilon \alpha\left(\frac{d\left(x_{\epsilon}, x\right)}{\epsilon}\right)-\epsilon^{2} \tag{7.38}
\end{equation*}
$$

We have

$$
\begin{align*}
\frac{\psi(t, x)-\psi\left(t-\epsilon, x_{\epsilon}\right)}{\epsilon} & =\frac{\psi(t, x)-\psi\left(t, x_{\epsilon}\right)}{\epsilon}+\frac{\psi\left(t, x_{\epsilon}\right)-\psi\left(t-\epsilon, x_{\epsilon}\right)}{\epsilon} \\
& \leq\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\sigma_{2}(\epsilon)\right) \frac{d\left(x_{\epsilon}, x\right)}{\epsilon} \\
& +\frac{1}{\epsilon} \int_{t-\epsilon}^{t} \partial_{t} \psi\left(s, x_{\epsilon}\right) d s \\
& =\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\sigma_{2}(\epsilon)\right) \frac{d\left(x_{\epsilon}, x\right)}{\epsilon} \\
& +\partial_{t} \psi(t, x)+\sigma_{2}(\epsilon) \tag{7.39}
\end{align*}
$$

where $\lim _{\epsilon \rightarrow 0} \sigma_{2}(\epsilon)=0$. Combining (7.38) and (7.39) it thus follows

$$
\begin{aligned}
-\epsilon-\sigma_{2}(\epsilon) & \leq \partial_{t} \psi(t, x)+\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\sigma_{2}(\epsilon)\right) \frac{d\left(x_{\epsilon}, x\right)}{\epsilon} \\
& -\alpha\left(\frac{d\left(x_{\epsilon}, x\right)}{\epsilon}\right) \\
& \leq \partial_{t} \psi(t, x)+H\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\sigma_{2}(\epsilon)\right) \\
& =\partial_{t} \psi(t, x)+H^{\left|\nabla \psi_{2}(t, x)\right|}\left(\left|\nabla \psi_{1}(t, x)\right|+\sigma_{2}(\epsilon)\right) .
\end{aligned}
$$

It remains to let $\epsilon \rightarrow 0$ above to conclude the proof.
We expect that value functions for more general problems, like these studied in Section 6, are metric viscosity solutions of the associated Hamilton-Jacobi equations in our, or perhaps slightly different sense. The relationship between the notion of metric viscosity solution and the notion from Section 6 is also yet to be investigated.

## 8. Appendix.

### 8.1. Gronwall type inequality.

Lemma 8.1. Let $\omega$ be a nonnegative Borel function defined on $[0, a]$ such that $\omega(y)>\omega(0)=0$ for $y \in(0, a)$. Assume

$$
\int_{0}^{a} \frac{d y}{\omega(y)}=\infty
$$

Suppose $Q:[0, T] \rightarrow[0, a]$ is a Lipschitz function such that $Q(0)=0$ and $\dot{Q} \leq \omega(Q)$ almost everywhere. Then $Q \equiv 0$ on $(0, T)$.

Proof. Suppose on the contrary that the open set $O=\{t \in(0, T) \mid Q(t)>0\}$ is not empty. Let $(\alpha, \beta)$ be a connected component of $O$, where $0 \leq \alpha<\beta \leq T$. If $Q(\alpha)>$ 0 , then $\alpha \neq 0$ and so, there exists $\epsilon>0$ such that $(a-\epsilon, \beta) \subset O$, which contradicts the maximality property of $(\alpha, \beta)$. Hence, $Q(\alpha)=0$. Since almost everywhere on $(\alpha, \beta)$ we have $\dot{Q} \leq \omega(Q)$ and $\omega(Q)>0$ we conclude that if $\alpha<t_{0}<t_{1}<\beta$ then

$$
\left(t_{1}-t_{0}\right) \geq \int_{t_{0}}^{t_{1}} \frac{\dot{Q}}{\omega(Q)} d t=\int_{Q\left(t_{0}\right)}^{Q\left(t_{1}\right)} \frac{d y}{\omega(y)}
$$

Thus,

$$
t_{1}-\alpha \geq \int_{0}^{Q\left(t_{1}\right)} \frac{d y}{\omega(y)}=\infty
$$

which leads a contradiction.
8.2. Shift of a curve in $\mathcal{P}_{2}(M)$. Let $\sigma \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ and let $\mathbf{v}$ be a velocity for $\sigma$. The following lemma can be derived from the Appendix in [42].
Lemma 8.2. There exists an increasing sequence of integers $\left\{n_{k}\right\}_{k}$ and paths $\sigma^{k} \in$ $A C_{2}\left(0, T ; \mathcal{P}^{n_{k}}(M)\right)$ such that $\mathbf{v}^{k}$ is a velocity for $\sigma^{k}$ such that

$$
\begin{equation*}
W_{2}\left(\sigma_{t}, \sigma_{t}^{k}\right) \leq \frac{1}{k} \quad \text { and } \quad\left|\int_{0}^{T}\left\|\mathbf{v}_{t}^{k}\right\|_{\sigma_{t}^{k}}^{2} d t-\int_{0}^{T}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t\right| \leq \frac{1}{k} \tag{8.1}
\end{equation*}
$$

Furthermore, we can find $x^{i, k} \in A C_{2}(0, T, M)\left(i=1, \cdots, n_{k}\right)$ such that

$$
\sigma_{t}^{k}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}} \delta_{x^{i, k}(t)}
$$

For almost every $t \in(0, T)$

$$
\left\|\mathbf{v}_{t}^{k}\right\|_{\sigma_{t}^{k}}^{2}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|\dot{x}^{i, k}(t)\right|^{2}
$$

We prove the following lemma.
Lemma 8.3. Given $\nu \in \mathcal{P}_{2}(M)$ there exist $\sigma^{*} \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ and a velocity $\mathbf{v}^{*}$ for $\sigma^{*}$ such that $\sigma_{T}^{*}=\nu$,

$$
\begin{equation*}
\int_{0}^{T}\left\|\mathbf{v}_{t}^{*}\right\|_{\sigma_{t}^{*}}^{2} d t \leq \int_{0}^{T}\left\|\mathbf{v}_{t}\right\|_{\sigma_{t}}^{2} d t \tag{8.2}
\end{equation*}
$$

and for all $t \in[0, T]$

$$
\begin{equation*}
W_{2}\left(\sigma_{t}, \sigma_{t}^{*}\right) \leq W_{2}\left(\sigma_{T}, \sigma_{T}^{*}\right) \tag{8.3}
\end{equation*}
$$

Proof. Let $\left(\sigma^{k}, \mathbf{v}^{k}\right)$ be as in Lemma 8.2 and let $\left\{y^{i, k}\right\}_{i=1}^{n_{k}} \subset M$ be such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} W_{2}\left(\nu^{k}, \nu\right)=0, \quad \text { where } \quad \nu^{k}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}} \delta_{y^{i, k}}(T) \tag{8.4}
\end{equation*}
$$

Reordering $\left\{y^{i, k}\right\}_{i=1}^{n_{k}}$ if necessary, we may assume without loss of generality that

$$
\begin{equation*}
W_{2}^{2}\left(\nu^{k}, \sigma_{T}^{k}\right)=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|y^{i, k}(T)-x_{T}^{i, k}\right|^{2} \tag{8.5}
\end{equation*}
$$

Set

$$
\sigma_{t}^{*, k}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}} \delta_{y^{i, k}(t)}, \quad \text { where } \quad y^{i, k}(t)=x^{i, k}(t)-x^{i, k}(T)+y^{i, k}(T)
$$

We have $\sigma^{*, k} \in A C_{2}\left(0, T ; \mathcal{P}^{n_{k}}(M)\right)$ and it has a unique velocity $\mathbf{v}^{*, k}$ such that for almost every $t \in(0, T)$ (cf. Section 7.3 [42])

$$
\mathbf{v}_{t}^{*, k}\left(y^{i, k}(t)\right)=\dot{y}^{i, k}(t)
$$

For these $t$
$\left\|\mathbf{v}_{t}^{*, k}\right\|_{\sigma_{t}^{*, k}}^{2}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|\mathbf{v}_{t}^{*, k}\left(y^{i, k}(t)\right)\right|^{2}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|\dot{y}^{i, k}(t)\right|^{2}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|\dot{x}^{i, k}(t)\right|^{2}=\left\|\mathbf{v}_{t}^{k}\right\|_{\sigma_{t}^{k}}^{2}$.
Observe that
$\mathcal{W}\left(\sigma_{t}^{*, k}\right)=\frac{1}{n^{2}} \sum_{i, j=1}^{n} W\left(\left(x^{i, k}(t)-x^{j, k}(t)\right)+\left(y^{i, k}(T)-y^{j, k}(T)\right)-\left(x^{i, k}(T)-x^{j, k}(T)\right)\right)$.
Thanks to (8.5) we conclude that for all $t \in[0, T]$,
$W_{2}^{2}\left(\sigma_{t}^{k}, \sigma_{t}^{*, k}\right) \leq \frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|y^{i, k}(t)-x^{i, k}(t)\right|^{2}=\frac{1}{n_{k}} \sum_{i=1}^{n_{k}}\left|y^{i, k}(T)-x^{i, k}(T)\right|^{2}=W_{2}^{2}\left(\nu^{k}, \sigma_{T}^{k}\right)$.
By the triangle inequality

$$
W_{2}\left(\sigma_{t}^{*, k}, \sigma_{0}\right) \leq W_{2}\left(\sigma_{t}^{*, k}, \sigma_{t}^{k}\right)+W_{2}\left(\sigma_{t}^{k}, \sigma_{t}\right)+W_{2}\left(\sigma_{t}, \sigma_{0}\right)
$$

We use (8.8), the first inequality in (8.1) and Remark 1 to conclude that

$$
\begin{equation*}
W_{2}\left(\sigma_{t}^{*, k}, \sigma_{0}\right) \leq W_{2}\left(\nu^{k}, \sigma_{T}^{k}\right)+\frac{1}{k}+\int_{0}^{t}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}} d s \leq m+1+\int_{0}^{T}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}} d s \tag{8.9}
\end{equation*}
$$

where

$$
m=\sup _{k} W_{2}\left(\nu^{k}, \sigma_{T}^{k}\right) \leq \sup _{k} W_{2}\left(\nu^{k}, \nu\right)+W_{2}\left(\nu, \sigma_{T}\right)+W_{2}\left(\sigma_{T}, \sigma_{T}^{k}\right)<\infty
$$

By the second inequality in (8.1) and (8.6),

$$
\begin{equation*}
\sup _{k \in \mathbb{N}} \int_{0}^{T}\left\|\mathbf{v}_{s}^{*, k}\right\|_{\sigma_{s}^{*, k}}^{2} d s \leq 1+\int_{0}^{T}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}}^{2} d s \tag{8.10}
\end{equation*}
$$

Passing to a subsequence if necessary and applying the refined version of the AscoliArzela Theorem in [7] (cf. also Proposition 3.20 [43]) may assume without loss of generality that there exists $\sigma^{*} \in A C_{2}\left(0, T ; \mathcal{P}_{2}(M)\right)$ such that $\left\{\sigma_{t}^{*, k}\right\}_{k}$ converges narrowly to $\sigma_{t}^{*}$ for each $t \in[0, T]$. Since $W_{2}\left(\sigma_{T}^{*, k}, \nu^{k}\right)=0$, (8.4) implies that $W_{2}\left(\sigma_{T}^{*}, \nu\right)=0$. We let $k$ tend to $\infty$ in (8.8) to obtain (8.3).

By (8.1) and (8.6),

$$
\begin{equation*}
\int_{0}^{T}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}}^{2} d s=\liminf _{k \rightarrow \infty} \int_{0}^{T}\left\|\mathbf{v}_{s}^{k}\right\|_{\sigma_{s}^{k}}^{2} d s=\liminf _{k \rightarrow \infty} \int_{0}^{T}\left\|\mathbf{v}_{s}^{*, k}\right\|_{\sigma_{s}^{*, k}}^{2} d s \tag{8.11}
\end{equation*}
$$

Since $\left\|\mathbf{v}_{s}^{*, k}\right\|_{\sigma_{s}^{*, k}} \geq\left|\left(\sigma^{*, k}\right)^{\prime}\right|(s)$ almost everywhere (cf. Proposition 1), we first use (8.11) and then Proposition 3 [40] to conclude that

$$
\int_{0}^{T}\left\|\mathbf{v}_{s}\right\|_{\sigma_{s}}^{2} d s \geq \liminf _{k \rightarrow \infty} \int_{0}^{T}\left|\left(\sigma^{*, k}\right)^{\prime}\right|^{2} d s \geq \int_{0}^{T}\left|\left(\sigma^{*}\right)^{\prime}\right|^{2} d s
$$

If $\mathbf{v}^{*}$ is the velocity of minimal norm for $\sigma^{*}$ we observe that we have established (8.2).
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