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Abstract. We investigate fluctuations of eigenvalues in the bulk for random
Hermitian matrices associated with (i) a fixed weight on a compact interval
(ii) an exponential weight on a possibly unbounded interval (iii) varying expo-
nential weights. In particular, we show that the normalized difference between
the k−th eigenvalue in the bulk, and the kth zero of an appropriate orthogonal
polynomial, is normally distributed in the bulk. This generalizes earlier work
of Jonas Gustavsson and Deng Zhang.

1. Introduction

In the theory of random Hermitian matrices [7, p. 102 ff.], one considers a
probability distribution P(n) on the eigenvalues λ1 ≤ λ2 ≤ ... ≤ λn of an n × n
Hermitian matrix M . The probability density function for P(n), which we denote
by P(n), takes the form

(1.1) P(n) (λ1, λ2, ..., λn) =
1

Zn

(∏
1≤i<j≤n

(λi − λj)2
) n∏

j=1

µ′n (λj)

 .

Here Zn is a normalizing constant, often called the partition function, and µn
is an absolutely continuous measure supported on the real line. In many cases,
µ′n (x) = e−nQn(x), where Qn is a given function. In the famous Gaussian Unitary
Ensemble, Qn (x) = 1

2x
2. One particularly important quantity is the m−point

correlation function [7, p. 112], where 1 ≤ m ≤ n:

R(n)m (λ1, λ2, ..., λm) =
n!

(n−m)!

∫
...

∫
P(n) (λ1, λ2, ..., λn) dλm+1 dλm+2 ...dλn.

Typically one analyzes this withm fixed and n→∞, using a remarkable connection
to orthogonal polynomials, first discovered by Freeman Dyson.
If µn has all finite power moments, and the support supp[µn] of µn contains

infinitely many points, we may define orthonormal polynomials

pn,m (x) = γn,mx
m + ..., γn,m > 0,

m = 0, 1, 2, ..., satisfying the orthonormality conditions

(1.2)
∫
pn,k (x) pn,` (x) dµn (x) = δk`.
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Throughout we use µ′n to denote the Radon-Nikodym derivative of µn. The nth
reproducing kernel for µn is

(1.3) Kn (x, y) =

n−1∑
k=0

pn,k (x) pn,k (y) .

The nth Christoffel function is

λn (µn, x) = Kn (x, x)
−1
.

The n simple zeros of pn,n (x) are denoted by

(1.4) x1n < x2n < ... < xnn.

We note that in the orthogonal polynomial literature, it is more customary to
index these in decreasing order, so that x1n is the largest zero. However, we want
to compare the jth eigenvalue λj (in increasing order) to xjn, so adopt this unusual
convention.
There is the basic formula for the probability density function P(n) :

P(n) (λ1, λ2, ..., λn) =
1

n!
det
(
Kn (λi, λj)µ

′
n (λi)

1/2
µ′n (λj)

1/2
)
1≤i,j≤n

.

but somewhat deeper is Dyson’s identity [7, p. 112]:

(1.5) R(n)m (λ1, λ2, ..., λm) = det
(
Kn (λi, λj)µ

′
n (λi)

1/2
µ′n (λj)

1/2
)
1≤i,j≤m

.

In this paper, we focus on the fluctuations of the eigenvalues, extending earlier
work of Jonas Gustavsson [11] and Deng Zhang [28], [29] to more general fixed and
varying exponential weights, and also to fixed weights on [−1, 1]. Their work in turn
depended on earlier results of Costin and Leibovitz [5], and Soshnikov [22], [23].
The main innovation in this paper is that we use new technical ideas to analyze the
expected number of eigenvalues in an interval, and consequently can allow more
general measures. All our results follow from Theorems 2.1 to 2.3 stated in Section
2, which we believe are of independent interest.
Gustavsson considered the Hermite weight (or Gaussian Unitary Ensemble)

µ′n (t) = e−2nQ(t), with Q (t) = 1
2 t
2, while Deng Zhang considered first Q (t) = t2m,

m ≥ 1, and later polynomial Q. One of their main results is to show that for j/n
bounded away from 0 and 1, the scaled difference between the jth eigenvalue λj
and jth zero of pn,n (·) satisfies [28, p. 1490, Thm. 1.4]

(1.6)
λj − xjn√
logn
2π2

1
nσ∗n(xjn)

→ N (0, 1)

in distribution as n → ∞. Here N (0, 1) is the normal distribution, that is, has
probability density 1√

2π
e−

1
2 t

2

, t ∈ (−∞,∞). A more precise statement of (1.6) is

(1.7) lim
n→∞

P(n)
 λj − xjn√

logn
2π2

1
nσ∗n(xjn)

≤ ξ

 =
1√
2π

∫ ξ

−∞
e−

1
2 t

2

dt,

for all ξ ∈ R. In [11], [28], [29] the authors also establish limits involving multivari-
ate normal distributions, and fluctuations at the edge.
The function σ∗n is the contracted density of an equilibrium distribution for the

external fieldQ, that we shall introduce later. In the work of Gustavsson and Zhang,
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xkn is replaced first by a different quantity involving the equilibrium density, but
it does not seem possible to do this in our more general setting, as we do not have
such precise asymptotics.
There is an extensive literature on the distribution of eigenvalues of random

matrices, and we cannot survey this here. We simply mention that Gaussian fluc-
tuations have been established in settings other than Hermitian matrices - see for
example [19], [24], [26]. Recent work includes a law of large numbers for orthogonal
polynomial ensembles [3] as well as mesoscopic, rather than microscopic fluctuations
[4].
We next turn to equilibrium densities in potential theory. The equilibrium den-

sity for the interval [−1, 1] is

(1.8) σ∗[−1,1] (t) =
1

π
√

1− t2
, t ∈ (−1, 1) .

It has the property that∫ 1

−1
log |x− t|σ∗[−1,1] (t) dt = − log 2, x ∈ [−1, 1] ,

and is the unique minimizer of the energy integral∫ 1

−1

∫ 1

−1
log

1

|x− y|dν (x) dν (y)

amongst all probability measures ν supported on [−1, 1]. It plays the role of σ∗n in
(1.6) when we consider fixed measures supported on [−1, 1]. We can now formulate
our result for such measures, which involves an implicit assumption about asymp-
totics of orthonormal polynomials:

Theorem 1.1
Let µ be an absolutely continuous measure supported on [−1, 1] that satisfies the
Szeg̋o condition

(1.9)
∫ 1

−1

logµ′ (x)√
1− x2

dx > −∞.

Let {pn} denote the system of orthonormal polynomials for the measure µ. Let I
be a closed subinterval of (−1, 1) in which µ′ is positive and continuous. Assume,
moreover, that as n→∞, uniformly for x = cos θ ∈ I,

(1.10) pn (x)µ′ (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos (nθ + ψ (x)) + o (log n)

−1/2
,

where ψ is a function with modulus of continuity in I satisfying for t→ 0+,

(1.11) ω (ψ; I; t) = sup {|ψ (x)− ψ (y)| : x, y ∈ I, |x− y| ≤ t} = o
(
|log t|−1/2

)
.

For n ≥ 1, let P(n) denote the probability distribution with density defined by (1.1)
with µn = µ for all n ≥ 1. Let λ1, λ2, ..., λn denote the associated eigenvalues in
increasing order. Also, let {xjn} denote the zeros of the nth orthogonal polynomial
for µ, ordered as in (1.4). Let J be a subinterval of the interior of I. Then for
j, n with xjn ∈ J ,

(1.12)
λj − xjn√

logn
2π2

1
nσ∗

[−1,1](xjn)

→ N (0, 1)



4 D. S. LUBINSKY

in distribution as n→∞.
Remarks
It is indeed unfortunate to have an implicit assumption such as (1.10). In an earlier
version of this paper, we assumed the weaker asymptotic

(1.13) pn (x)µ′ (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos (nθ + ψ (x)) + o (1) ,

where ψ was only required to be continuous in I. Maurice Duits as referee discov-
ered that this is not enough to prove Theorem 2.3. The most general hypothesis for
(1.13) is due to Badkov [1] (something the author learned from Leonid Golinskii)
and involves a Dini condition on the modulus of continuity of µ′ in I, namely∫ 1

0

ω (µ′; I; t)

t
dt <∞.

Unfortunately, as far as I am aware, there is no simple analogue of Badkov’s theo-
rem that guarantees (1.10). Most research on pointwise asymptotics of orthonormal
polynomials associated with a measure on (−1, 1), does not include rates. This is
true of the results in the book of Freud [6], and largely true of the results in the
book of Geronimus [8], though Table V on page 200 ff. there doss contain some
applicable results. Here are some examples of known hypotheses that do guarantee
(1.10):

Example A
Let

f (θ) = µ′ (cos θ) |sin θ| , θ ∈ [−π, π] ,

and assume that f is positive and continuous in [−π, π], with modulus of continuity
satisfying, for some ε > 0,

ω (f ; [−π, π] ; t) ≤ C |log t|−3/2−ε , t→ 0 + .

Then [25, Thm. 12.1.3, p. 297] we have (1.10) uniformly in compact subsets of
(−1, 1). Note that there results are proved for orthonormal polynomials on the
unit circle, but classical methods permit their translation to [−1, 1]. Moreover, the
function ψ is essentially the same as γ in [25, p. 299, eq. (12.2.1)] and the required
smoothness of the function ψ in (1.11) follows from Privalov type theorems for sin-
gular integrals.

Example B
Assume that f above satisfies∫ π

−π

1

f (θ)
2 dθ <∞; sup

[−π,π]
f <∞

and in the closed subinterval I of (−1, 1), f is bounded below by a positive number,
while the local modulus of continuity satisfies, for some ε > 0,

ω (f ; I; t) ≤ C |log t|−3/2−ε , t→ 0 + .

Then [9, Theorem 2.2, p. 396] we have (1.10) uniformly in compact subsets of
(−1, 1). Again there results are proved for orthonormal polynomials on the unit
circle, and again, the required smoothness of the function ψ in (1.11) follows from
Privalov type theorems for singular integrals.
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Example C
Let µ′ be a generalized Jacobi weight,

µ′ (x) = (1− x)
α

(1 + x)
β
h (x)

p∏
j=1

|x− xj |cj , x ∈ (−1, 1) ,

where α, β > −1, all cj > −1, −1 < x1 < ... < xp < 1, and h is positive and
analytic on [−1, 1]. Vanlessen [27] obtained a complete asymptotic expansion for the
coeffi cients in the three term recurrence relation for the orthonormal polynomials
for µ. These imply the required asymptotics for the orthonormal polynomials,
although the latter are stated only close to {xj}pj=1 in [27]. It is also very likely
that the many papers of Badkov on generalized Jacobi weights include rates that
imply (1.10), but I have been unable to find these.
We next turn to fixed exponential weights e−2Q on a bounded or unbounded

interval I, of the type considered in [13, p. 7]. First we need a definition:

Definition 1.2
Let I = (c, d) be a bounded or unbounded interval containing 0. Let µ′ (x) =
W 2 (x) = e−2Q(x), x ∈ I, where
(a) Q′ is continuous in I and Q (0) = 0;
(b) Q′′ exists and is positive in I\ {0};
(c)

lim
t→c+

Q (t) =∞ = lim
t→d−

Q (t) ;

(d) The function T (t) = tQ′(t)
Q(t) , t ∈ I\ {0} is quasi-increasing in (0, d), in the sense

that for some constant C and 0 ≤ x < y < d⇒

T (x) ≤ CT (y) ;

T is also assumed quasi-decreasing in (c, 0). In addition we assume that T is
bounded below in I\ {0} by a constant larger than 1.
(e) There exists C1 > 0 such that

Q′′ (x)

|Q′ (x)| ≤ C1
Q′ (x)

Q (x)
, a.e. x ∈ I\ {0} .

Then we write µ′ = e−2Q ∈ F
(
C2
)
.

Examples of Q satisfying the conditions above on (−∞,∞) include [13, pp. 8-9]

Q (x) =

{
xα, x ∈ [0,∞)

|x|β , x ∈ (−∞, 0) ,

where α, β > 1. A more general example is

Q (x) =

{
exp` (xα)− exp` (0) , x ∈ [0,∞)

expk

(
|x|β

)
− expk (0) x ∈ (−∞, 0) ,
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where α, β > t, k, ` ≥ 0, and expk (x) = exp (exp (...(exp (x))) is the kth iterated
exponential. An example on (−1, 1) is

Q (x) =

 exp`

((
1− x2

)−α)− exp` (1) , x ∈ [0, 1)

expk

((
1− x2

)−β)− expk (1) , x ∈ (−1, 0) ,

where α, β > 0 and k, ` ≥ 0. We could actually allow a more general (but more
technical) class of weights, namely the class F

(
lip 12

)
from [13].

In considering orthogonal polynomials associated with the measure dµ (t) =
e−2Q(t)dt, a crucial role is played by the Mhaskar-Rakhmanov-Saff interval ∆n =
[a−n, an] , n > 0. The numbers a−n, an are defined by the equations [13, p. 13]

(1.14) n =
1

π

∫ an

a−n

xQ′(x)√
(x− a−n)(an − x)

dx;

(1.15) 0 =
1

π

∫ an

a−n

Q′(x)√
(x− a−n)(an − x)

dx.

In fact a±n are also defined for non-integer n. We note that an increases with n and

a−n → c and an → d as n → ∞. The interval
(
a−n− 1

2
, an+ 1

2

)
contains the zeros

of the nth orthonormal polynomial for dµ [13, p. 313] and the largest zero of this
polynomial is close to an [13, p. 314]. As an example of Mhaskar-Rakhmanov-Saff
numbers, let Q (x) = |x|α , x ∈ R, α > 0. It is known that then [17, p. 206, eqn.
(1.14)], [18]

an =

{
2α−2Γ

(
α
2

)2
Γ (α)

}1/α
n1/α, n ≥ 1.

Another important quantity associated with Q is the nth equilibrium density
[13, p. 16]
(1.16)

σn(x) =
1

π2

√
(x− a−n)(an − x)

∫ an

a−n

Q′(s)−Q′(x)

s− x
ds√

(s− a−n)(an − s)
, x ∈ ∆n.

It has total mass n

(1.17)
∫ an

a−n

σn = n,

and satisfies the equilibrium equation

(1.18)
∫ an

a−n

log

∣∣∣∣ 1

x− s

∣∣∣∣σn(s)ds+Q(x) = cn, x ∈ ∆n.

Here cn is a constant.
In many contexts, it is convenient to map σn onto a density function that is

supported on [−1, 1]. Let

(1.19) βn :=
1

2
(an + a−n); δn =

1

2
(an + |a−n|).

We can then define the linear map of ∆n onto [−1, 1] by [13, p. 24]

Ln(x) = (x− βn)/δn, x ∈ ∆n

(1.20) ⇔ x = L[−1]n (t) = βn + δnt, t ∈ [−1, 1].



ORTHOGONAL POLYNOMIALS 7

The transformed (and renormalized) density is

(1.21) σ∗n(t) =
δn
n
σn ◦ L[−1]n (t), t ∈ [−1, 1].

It satisfies ∫ 1

−1
σ∗n = 1.

Note that when Q is even, we have δn = an, and σ∗n (x) = an
n σn (anx) , x ∈ [−1, 1].

We shall also scale the weight W 2 = e−2Q to [−1, 1]. Thus for n ≥ 1, we define
[13, p. 25]

(1.22) W ∗n (t) = W
(
L[−1]n (t)

)
, t ∈ Ln (I) ,

and

(1.23) dµn (t) = W ∗n (t)
2
dt, t ∈ Ln (I) .

With this in hand, we can state our result for fixed exponential weights:

Theorem 1.3
Let µ′ = e−2Q ∈ F

(
C2
)
. For n ≥ 1, define a probability distribution P̂(n) with

probability density function

(1.24) P̂(n)
(
µ, λ̂1, λ̂2, ..., λ̂n

)
=

1

Ẑn

(∏
1≤i<j≤n

(
λ̂i − λ̂j

)2) n∏
j=1

e−2Q(λ̂j)

 .

where Ẑn is a normalizing constant. Also, let {x̂jn} denote the zeros of the nth or-
thogonal polynomial for µ, ordered as in (1.4). Let ε ∈

(
0, 12
)
and {a±n} , {δn} , and

{σn} be as above. Then for j, n with x̂jn ∈ L[−1]n [−1 + ε, 1− ε] = [a−n + εδn, an − εδn],
we have

(1.25)
λ̂j − x̂jn√
logn
2π2

1
σn(x̂jn)

→ N (0, 1)

in distribution as n→∞.
Remark
We shall derive (1.25) from its analogue for the contracted measures {dµn} of
(1.22) and (1.23). If P(n) is defined by (1.1) and {xjn} are the zeros of pn,n, the
nth orthonormal polynomial for µn, then for j, n with j/n ∈ [−1 + ε, 1− ε], we
shall show

(1.26)
λj − xjn√
logn
2π2

1
nσ∗n(xjn)

→ N (0, 1)

and then derive (1.25) via the linear transformation λ̂j = L
[−1]
n (λj); x̂jn = L

[−1]
n (xjn) .

Our final class of weights is varying exponential weights. For these, we use
the work of McLaughlin and Miller [16]. We assume that we are given a function
Q : R→ R that grows faster than (log |x|)1+ε as |x| → ∞, for some ε > 0. We let

(1.27) µ′n (x) = e−2nQ(x), x ∈ R, n ≥ 1,

so that ∫ ∞
−∞

pn,j (x) pn,k (x) e−2nQ(x)dx = δjk.
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We shall also assume that Q′′ is continuous and satisfies a Lipschitz condition of
order 1 and Q is strictly convex. In addition, we assume that the equilibrium
densities have support [−1, 1]. Note that because of the special form of the weight
e−2nQ, σn has a very special form:

(1.28) σn (x) = nσ (x) =
n

π2

√
1− x2

∫ 1

−1

Q′(s)−Q′(x)

s− x
ds√

1− s2
.

Moreover, the contracted density σ∗n is independent of n: for n ≥ 1,

(1.29) σ∗n (x) = σ (x) =
1

π2

√
1− x2

∫ 1

−1

Q′(s)−Q′(x)

s− x
ds√

1− s2
, x ∈ [−1, 1] .

We can now state:

Theorem 1.4
Let Q : R→ R be stricly convex. Assume that Q′′ is continuous in R, and satisfies
a Lipschitz condition of order 1 in each compact set. Assume moreover, that the
equilibrium density σ for the field Q has support [−1, 1]. Let µ′n be given by (1.27),
and let {pn,j} denote the corresponding orthonormal polynomials, as in (1.2). For
n ≥ 1, let P(n) denote the probability distribution defined by (1.1) for all n ≥ 1.
Let λ1, λ2, ..., λn denote the eigenvalues in increasing order. Also, let {xjn} de-
note the zeros of the nth orthogonal polynomial pn,n for µn, ordered as in (1.4).
Let ε ∈

(
0, 12
)
. Then for j, n with j

n ∈ [−1 + ε, 1− ε], we have in distribution, as
n→∞,

(1.30)
λj − xjn√
logn
2π2

1
nσ(xjn)

→ N (0, 1) .

The paper is organized as follows. In Section 2, we state three general results,
Theorems 2.1-2.3 from which Theorems 1.1, 1.3, and 1.4 will follow. Theorems 2.1
and 2.3 will be proved in Section 2, while Theorem 2.2 will be proved in Section
3. We believe these results have independent interest, and will have application
beyond Theorem 1.1, 1.3 and 1.4. We prove Theorem 1.1 in Section 4, Theorem
1.3 in Section 5, and Theorem 1.4 in Section 6.
In the sequel C,C1, C2, ... denote positive constants independent of n, x, poly-

nomials of degree ≤ n, and possibly other parameters. We use ∼ in the following
sense: given sequences of non-zero real numbers {xn} and {yn}, we write xn ∼ yn
if there exists a constant C > 1 such that

C−1 ≤ xn/yn ≤ C for n ≥ 1.

Similar notation is used for functions and sequences of functions.
Acknowledgement
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2. The Auxiliary General Case

In this section, we prove a general result assuming appropriate asymptotics re-
lating to orthonormal polynomials. We assume that we are given a sequence of
measures {µn} with support on the real line, and corresponding orthonormal poly-
nomials pn,j (x) = γn,jx

j + ..., satisfying∫ ∞
−∞

pn,jpn,kdµn = δjk, j, k = 0, 1, 2, ... .

Assume, as in Section 1, that the zeros of pn,n are x1n < x2n < ... < xnn, and

Kn (x, y) =

n−1∑
j=0

pn,j (x) pn,j (y) .

We also denote the zeros of pn,n−1 by y1n < y2n < ... < yn,n−1, so that for j ≤ n−1,
xjn < yjn < xj+1,n. We now list our four technical assumptions:
(I) Pointwise asymptotics of orthonormal polynomials with a rate
I is a closed subinterval of (−1, 1) in which each µn is absolutely continuous, and
that as n→∞, uniformly for x = cos θ ∈ I, and m = n− 1, n,

pn,m (x)µ′n (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos

((
m− n+

1

2

)
θ + nπ

∫ 1

x

σ∗n + g (x) + ζn

)
+ o

(
(log n)

−1/2
)
,

(2.1)

where g : [−1, 1]→ R is continuous in I, with modulus of continuity in I satisfying
for t→ 0+,

ω (g; I; t) = sup {|g (x)− g (y)| : x, y ∈ I, |x− y| ≤ t} = o
(
|log t|−1/2

)
;

ζn is a number independent of x, and for n ≥ 1, σ∗n : (−1, 1)→ (0,∞) is a function
with

∫ 1
−1 σ

∗
n = 1, satisfying for some C > 1, n ≥ 1, x ∈ I,

(2.2) C−1 ≤ σ∗n (x) ≤ C.
We also assume that the {σ∗n} are equicontinuous in I, with

(2.3) ω (t) = sup {|σ∗n (x)− σ∗n (y)| : n ≥ 1, x, y ∈ I, |x− y| ≤ t} = o
(
|log t|−1/2

)
for t→ 0+. We shall often use the notation

(2.4) fn (x) = nπ

∫ 1

x

σ∗n + g (x) + ζn.

(II) Asymptotics of Leading Coeffi cients
We assume that

(2.5)
γn,n−1
γn,n

=
1

2
+ o (1) , n→∞.

(III) Asymptotic Spacing of Zeros
Uniformly for j, n with xjn ∈ I,
(2.6) lim

n→∞
nσ∗n (xj,n) (xjn − xj+1,n) = 1.
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(IV) Asymptotics and Bounds for Reproducing Kernels
Uniformly for x ∈ I, we have

(2.7) lim
n→∞

Kn (x, x)µ′n (x) / (nσ∗n (x)) = 1.

Consequently for some C > 1, and x ∈ I,

(2.8) C−1 ≤ 1

n
Kn (x, x)µ′n (x) ≤ C.

Remarks on the assumptions
(a) These assumptions hold for a wide variety of fixed and varying exponential
weights. The function σ∗n is typically a contracted form of the equilibrium density
of an external field, formed when the Mhaskar-Rakhmanov-Saff interval is con-
tracted to [−1, 1]. The function g allows us also to handle the case of a fixed
measure on a compact interval.
(b) The assumptions are not independent of one another. For example, the point-
wise asymptotic (2.1) for the orthonormal polynomials implies the asymptotic spac-
ing of the zeros via the intermediate value theorem, though one also needs to assume
a crude lower bound on spacing of successive zeros to ensure distinct limits for dis-
tinct scaled zeros. The bound on the reproducing kernel (2.8) is also essentially
implied by the pointwise asymptotic, while the asymptotic for the leading coeffi -
cients would follow if we assume (2.1) in every compact subset of (-1,1).
We shall prove:

Theorem 2.1
Assume (I) - (IV). Let J be a closed interval contained in the interior of I. Uni-
formly for ξ ∈ J , as n→∞,

(2.9)
∫ ξ

−∞

∫ ∞
ξ

K2
n (x, y) dµn (x) dµn (y) =

log n

2π2
(1 + o (1)) .

Remark
For this theorem we could replace the error term in (2.1) with o (1). Moroever, we
need only g to be continuous, and {σ∗n} to be equicontinuous.

Theorem 2.2
Assume (I) - (IV). Let J be a closed interval contained in the interior of I. Uni-
formly for j, n with yj,n ∈ J , as n→∞,

(2.10) Υj =

∫ ∞
yjn

Kn (t, t) dµn (t) = n− j + o
(√

log n
)
.

Recall here that yjn is the jth zero of pn,n−1. We deduce that the eigenvalues of
random Hermitian matrices have Gaussian fluctuations:

Theorem 2.3
Assume (I) - (IV) and that {µn} are absolutely continuous. Let J be a closed
interval contained in the interior of I. For n ≥ 1, let P(n) denote the probability
distribution with density defined by (1.1) for all n ≥ 1. Let λ1, λ2, ..., λn denote
the eigenvalues in increasing order. Also, let {xjn} denote the zeros of the nth
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orthogonal polynomial for µn, ordered as in (1.4). Then for j, n with xjn ∈ J , we
have in distribution as n→∞,

(2.11)
λj − xjn√
logn
2π2

1
nσ∗n(xjn)

→ N (0, 1) .

We emphasize that our methods of proof, especially for Theorem 2.2, are different
from those in Zhang and Gustavsson, as we are assuming much weaker asymptotics
for the orthogonal polynomials and related quantities. This section is organized
as follows: we first prove three preliminary lemmas, and then prove Theorem 2.1.
Then, we deduce Theorem 2.3, assuming Theorem 2.2. We prove Theorem 2.2 in
Section 3.
We begin this section with estimates for some tail integrals:

Lemma 2.4
Uniformly for ξ ∈ J ,
(a)∫ ξ− 1

(logn)1/4

−∞

∫ ∞
ξ

+

∫ ξ

−∞

∫ ∞
ξ+ 1

(logn)1/4

K2
n (x, y) dµn (x) dµn (y) ≤ C (log n)

1/2
.

(2.12)

(b)

(2.13)
∫ ξ

ξ− logn
n

∫ ξ+ 1

(logn)1/4

ξ

K2
n (x, y) dµn (x) dµn (y) ≤ C log (log n+ 1) .

Proof
(a) By the Christoffel-Darboux formula, and Cauchy-Schwarz,

K2
n (x, y) ≤

(
γn−1,n
γn,n

)2 (p2n,n (x) + p2n,n−1 (x)
) (
p2n,n (y) + p2n,n−1 (y)

)
(x− y)

2

so that using (2.5),∫ ξ− 1

(logn)1/4

−∞

∫ ∞
ξ

+

∫ ξ

−∞

∫ ∞
ξ+ 1

(logn)1/4

K2
n (x, y) dµn (x) dµn (y)

≤ (log n)
1/2

(
1

4
+ o (1)

)∫ ∫ (
p2n,n (x) + p2n,n−1 (x)

) (
p2n,n (y) + p2n,n−1 (y)

)
dµn (x) dµn (y)

= (log n)
1/2

(1 + o (1)) .

(b) Our asymptotics for the orthogonal polynomials shows that for n ≥ 1.

(2.14) sup
x∈I

∣∣∣pn,n (x)µ′n (x)
1/2
∣∣∣ ≤ C.

(Recall that I is a positive distance from ±1). The Christoffel-Darboux formula
and (2.5) then give for x, y ∈ I,

(2.15) K2
n (x, y)µ′n (x)µ′n (y) ≤ C

(x− y)
2 .
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In addition, (2.8) and Cauchy-Schwarz give for x, y ∈ I,

(2.16) K2
n (x, y)µ′n (x)µ′n (y) ≤ Cn2.

Now assume ξ ∈ J ⊂ Io. Then for n large enough, making the substitutions
x = ξ + u

n and y = ξ − v
n ,∫ ξ

ξ− logn
n

∫ ξ+ 1

(logn)1/4

ξ

K2
n (x, y) dµn (x) dµn (y)

≤ C

∫ ξ

ξ− logn
n

∫ ξ+ 1

(logn)1/4

ξ

min

{
n2,

1

(x− y)
2

}
dxdy

= C

∫ logn

0

∫ n(logn)−1/4

0

min

{
1,

1

(u+ v)
2

}
du dv

≤ C

∫ logn

0

∫ ∞
0

1

(1 + u+ v)
2 du dv

= C

∫ logn

0

1

1 + v
dv = C log (log n+ 1) .

�
Taking into account the three ranges of integration in Lemma 2.4(a), (b), we

need to analyze

(2.17) Γ =

∫ ξ− logn
n

ξ− 1

(logn)1/4

∫ ξ+ 1

(logn)1/4

ξ

K2
n (x, y) dµn (x) dµn (y) .

We first prove a scaling limit over a non-compact range. Recall that fn is defined
by (2.4).

Lemma 2.5
For n ≥ 1, let In ⊂ I with

diameter (In)→ 0 as n→∞.

Then for n ≥ 1 and x, y ∈ In,

(2.18) K2
n (x, y)µ′n (x)µ′n (y) =

1− cos [2fn (x)− 2fn (y)] + o (1)

2π2 (x− y)
2 .

The o (1) term is uniform in x, y.
Proof
Let x = cos θ; y = cosφ, where θ, φ ∈ (0, π), and consider the numerator in the
Christoffel-Darboux formula,

ψn (x, y) = pn,n (x) pn,n−1 (y)− pn,n−1 (x) pn,n (y) .



ORTHOGONAL POLYNOMIALS 13

Note that x, y ∈ In ⇒ x − y = o (1) ⇒ θ − φ = o (1) (recall that I is a compact
subset of (−1, 1)). Then we see from (2.1) that

π

2
ψn (x, y)µ′n (x)

1/2
µ′n (y)

1/2 (
1− x2

)1/4 (
1− y2

)1/4
= cos

(
θ

2
+ fn (x)

)
cos

(
−φ

2
+ fn (y)

)
− cos

(
−θ

2
+ fn (x)

)
cos

(
φ

2
+ fn (y)

)
+ o (1)

=

[
cos

θ

2
cos fn (x)− sin

θ

2
sin fn (x)

] [
cos

φ

2
cos fn (y) + sin

φ

2
sin fn (y)

]
−
[
cos

θ

2
cos fn (x) + sin

θ

2
sin fn (x)

] [
cos

φ

2
cos fn (y)− sin

φ

2
sin fn (y)

]
+ o (1)

= 2

{
cos

θ

2
sin

φ

2
cos fn (x) sin fn (y)− sin

θ

2
cos

φ

2
sin fn (x) cos fn (y)

}
+ o (1)

= 2 cos
θ

2
sin

θ

2
{cos fn (x) sin fn (y)− sin fn (x) cos fn (y)}+ o (1)

=
√

1− x2 {cos fn (x) sin fn (y)− sin fn (x) cos fn (y)}+ o (1) .

Then, again as
√

1− y2 =
√

1− x2 + o (1) and both are bounded below by a
constant depending only on I,

π2ψ2n (x, y)µ′n (x)µ′n (y)

= 4 cos2 fn (x) sin2 fn (y) + 4 sin2 fn (x) cos2 fn (y)

−8 cos fn (x) sin fn (y) sin fn (x) cos fn (y) + o (1)

= (1 + cos 2fn (x)) (1− cos 2fn (y)) + (1− cos 2fn (x)) (1 + cos 2fn (y))

−2 sin 2fn (x) sin 2fn (y) + o (1)

= 2− 2 cos 2fn (x) cos 2fn (y)− 2 sin 2fn (x) sin 2fn (y) + o (1) .

(2.19)

Finally,

K2
n (x, y)µ′n (x)µ′n (y) =

( γn,n−1
γn,n

x− y

)2
ψ2n (x, y)µ′n (x)µ′n (y) ,

so on applying (2.5), we obtain the result. �
We next establish a Riemann-Lebesgue type estimate, that will also be used in

Section 3:

Lemma 2.6
For n ≥ 1, let [αn, βn] ⊂ I, and let

(2.20) cn ≤ αn −
A

n
,
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for some fixed A > 0. Let φ : I →R be continuous, with modulus of continuity
ω(φ; I; ·). Let fn be defined by (2.4). Then∣∣∣∣∣

∫ βn

αn

φ (x)
cos 2fn (x)

(x− cn)
2 dx

∣∣∣∣∣
≤ C

αn − cn

{
ω(φ; I;

1

n
) + ω(g; I;

1

n
) + ω(σ∗n; I;

1

n
)

}
+

C

n (αn − cn)
2 .(2.21)

The same estimate holds if we replace cos by sin. The constant C is independent
of n, αn, βn, cn, g, σ

∗
n but depends on A and φ.

Proof
We do the proof for cos. For n ≥ 1, let

(2.22) Gn (x) =

∫ x

αn

σ∗n;

(2.23) h (x) = φ (x) sin (2g (x)) or h (x) = φ (x) cos (2g (x)) ;

and

(2.24) ρn = −2ζn − 2nπ

∫ 1

αn

σ∗n.

Then

φ (x) cos (2fn (x)) = φ (x) cos (−2fn (x))

= φ (x) cos (2nπGn (x)− 2g (x) + ρn)

is a sum of 8 terms of the form

±
(

sin ρn
cos ρn

)
h (x)

(
sin 2nπGn (x)

cos 2nπGn (x)

)
,

where h is one of the functions in (2.23). Since |sin ρn| ≤ 1 and |cos ρn| ≤ 1, it
suffi ces to estimate

J :=

∫ βn

αn

h (x)

(x− cn)
2

(
sin 2nπGn (x)

cos 2nπGn (x)

)
dx.

We shall do this with cos, the one for sin is similar. Straightforward estimation
shows that

(2.25) ω(h; I; t) ≤ C (ω(φ; I; t) + ω(g; I; t)), t ≥ 0.

Here C depends on ‖φ‖L∞(I). Now Gn increases in [αn, βn] from Gn (αn) = 0 to
Gn (βn). Choose a nonnegative integer L such that

αn = t0 < t1 < t2 < ... < tL ≤ βn < tL+1,

with

(2.26) nGn (tj) = j, 0 ≤ j ≤ L.

Then in view of (2.2),

(2.27) tj+1 − tj ∼
1

n
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uniformly in j and n. The constants in ∼ depend only on the bounds on σ∗n in
(2.2). Then

J =

L−1∑
j=0

∫ tj+1

tj

h (x)

(x− cn)
2

(
sin 2nπGn (x)

cos 2nπGn (x)

)
dx+

∫ βn

tL

h (x)

(x− cn)
2

(
sin 2nπGn (x)

cos 2nπGn (x)

)
dx

=

L−1∑
j=0

Jj + JL,

say. For 0 ≤ j ≤ L− 1,

Jj

=
1

2nπ

∫ tj+1

tj

h (x)

σ∗n (x) (x− cn)
2

d

dx

(
− cos 2nπGn (x)

sin 2nπGn (x)

)
dx

=
1

2nπ

∫ tj+1

tj

[
d

dx

(
− cos 2nπGn (x)

sin 2nπGn (x)

)]{
h (x)

σ∗n (x) (x− cn)
2 −

h (tj)

σ∗n (tj) (tj − cn)
2

}
dx,

since, from (2.26), ∫ tj+1

tj

[
d

dx

(
− cos 2nπGn (x)

sin 2nπGn (x)

)]
dx = 0.

Since G′n (x) = σn (x) ∼ 1, (recall (2.2)) we see that

|Jj | ≤
C

n
sup

x∈[tj ,tj+1]

∣∣∣∣∣ h (x)

σ∗n (x) (x− cn)
2 −

h (tj)

σ∗n (tj) (tj − cn)
2

∣∣∣∣∣
≤ C

n

{
w
(
h; I; 1n

)
+ w

(
σ∗n; I; 1n

)
(tj − cn)

2 +
1

n (tj − cn)
3

}

≤ C

n

{
w
(
φ; I; 1n

)
+ w

(
g; I; 1n

)
+ w

(
σ∗n; I; 1n

)
(tj − cn)

2 +
1

n (tj − cn)
3

}
.

Here we have also used the doubling property of moduli, namely w (φ; I; 2t) ≤
2w (φ; I; t) , t ≥ 0. Next, as βn ≥ αn ≥ cn + A

n ,

|JL| ≤
C

n (βn − cn)
2 .

Again, C depends on ‖φ‖L∞(I). Then

|J | ≤
L−1∑
j=0

|Jj |+ |JL|

≤ C

{
w

(
φ; I;

1

n

)
+ w

(
g; I;

1

n

)
+ w

(
σ∗n; I;

1

n

)}
1

n

L−1∑
j=0

1

(tj − cn)
2

+C
1

n2

L−1∑
j=0

1

(tj − cn)
3 +

C

n (βn − cn)
2 .
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Here, using our spacing (2.27), and our hypothesis t0 − cn = αn − cn ≥ A
n ,

1

n

L−1∑
j=0

1

(tj − cn)
2 ≤

C

αn − cn

and

1

n

L−1∑
j=0

1

(tj − cn)
3 ≤

C

(αn − cn)
2 .

Then the result follows. �

Proof of Theorem 2.1
We have to show that Γ defined by (2.17) satisfies

Γ =

∫ ξ− logn
n

ξ− 1

(logn)1/4

∫ ξ+ 1

(logn)1/4

ξ

K2
n (x, y) dµn (x) dµn (y) =

1 + o (1)

2π2
log n.

Note that in this integral,

|y − x| ≤ 2

(log n)
1/4

= o (1) ,

so Lemma 2.5 is applicable. By that lemma,
(2.28)

Γ =
1

2π2

∫ ξ− logn
n

ξ− 1

(logn)1/4

∫ ξ+ 1

(logn)1/4

ξ

{1− cos [2fn (x)− 2fn (y)] + o (1)}
(x− y)

2 dx dy.

Here

1

2π2

∫ ξ− logn
n

ξ− 1

(logn)1/4

∫ ξ+ 1

(logn)1/4

ξ

1

(x− y)
2 dx dy

=
1

2π2

∫ ξ− logn
n

ξ− 1

(logn)1/4

[
1

ξ − y −
1

ξ + (log n)
−1/4 − y

]
dy

=
1

2π2

[
log

[
n

(log n)
5/4

]
− log

[
2(log n)−1/4

logn
n + (log n)

−1/4

]]

=
1

2π2
log n+O (log log n) .(2.29)
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Next, we use Lemma 2.6 with φ (x) = 1, αn = ξ, βn = ξ + 1
(logn)1/4

, and cn =

y
(
≤ αn − logn

n ≤ αn − 1
n

)
. That lemma gives∣∣∣∣∣∣

∫ ξ− logn
n

ξ− 1

(logn)1/4

∫ ξ+ 1

(logn)1/4

ξ

cos [2fn (x)− 2fn (y)]

(x− y)
2 dx dy

∣∣∣∣∣∣
≤

∫ ξ− logn
n

ξ− 1

(logn)1/4

(∣∣∣∣∣
∫ ξ+ 1

(logn)1/4

ξ

cos 2fn (x)

(x− y)
2 dx

∣∣∣∣∣+

∣∣∣∣∣
∫ ξ+ 1

(logn)1/4

ξ

sin 2fn (x)

(x− y)
2 dx

∣∣∣∣∣
)
dy

≤ C

[
ω(g; I;

1

n
) + ω(

1

n
)

] ∫ ξ− logn
n

ξ− 1

(logn)1/4

dy

ξ − y + C

∫ ξ− logn
n

ξ− 1

(logn)1/4

dy

n (ξ − y)
2

≤ C

[
ω(g; I;

1

n
) + ω(

1

n
)

]
log

[
n

(log n)
5/4

]
+ C

1

log n
= o (log n)

−1/2
,

recall (2.3), and our hypothesis on ω(g; I; ·). Substituting this and (2.29) into
(2.28), gives the result. �
Next, we prove Theorem 2.3 assuming Theorem 2.2:

Proof of Theorem 2.3 assuming Theorem 2.2
We shall apply a central limit theorem that combines results of Costin, Leibowitz
[5] and Soshnikov [22]. Let ξ ∈ R, and choose j, n such that xjn ∈ J , and let

an =

√
log n

2π2
1

nσ∗n (xjn)
,

and
In = [xjn + anξ,∞).

From the definition of R(n)1 and (1.5), if #In denotes the number of elements of
In, its expected value is

E (#In) =

∫
In
R(n)1 (x) dx =

∫ ∞
xjn+anξ

Kn (x, x) dµn (x) .

Choose k = k (j, n) such that

xkn ≤ xjn + anξ ≤ xk+1,n.
Note that for large enough n, k < n and xkn ∈ J . By Theorem 2.2, (2.6), and
(2.8), and the interlacing of {xin} , {yin} ,

E (#In) =

∫ ∞
ykn

Kn (x, x) dµn (x) +O

(∫ xk+1,n

xkn

Kn (x, x) dµn (x)

)
= n− k + o

(√
log n

)
+O (1) .(2.30)

Assume now ξ 6= 0. In view of our uniform spacing (2.6), and the equicontinuity
and boundedness above and below of {σ∗n} ,

k − j = nσ∗n (xjn) (xkn − xjn) (1 + o (1)) = nσ∗n (xjn) anξ (1 + o (1))

=

√
log n

2π2
ξ (1 + o (1)) =

√
log n

2π2
ξ + o

(√
log n

)
.
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If ξ = 0, we still trivially have this last relation since then j = k. Thus, using
(2.30),

E (#In) = n− j −
√

log n

2π2
ξ + o

(√
log n

)

(2.31) ⇒ n− j − E (#In) =

√
log n

2π2
ξ + o

(√
log n

)
.

Also, if χn denotes the characteristic function of In, the variance of #In is

V ar (#In) = E
(

(#In)
2
)
− (E (#In))

2

= E

[ n∑
k=1

χn (xk)

]2−( n∑
k=1

E (χn (xk))

)2

=

n∑
k=1

E (χn (xk)) +
∑
j 6=k

E (χn (xj)χn (xk))−
(

n∑
k=1

E (χn (xk))

)2

=

∫ ∞
−∞

χn (x)R(n)1 (x) dx+

∫ ∞
−∞

∫ ∞
−∞

χn (x)χn (y)R(n)2 (x, y) dxdy

−
(∫ ∞
−∞

χn (x)R(n)1 (x) dx

)2
(by definition of R(n)2 )

=

∫ ∞
−∞

χn (x)Kn (x, x) dµn (x)−
∫ ∞
−∞

∫ ∞
−∞

χn (x)χn (y)Kn (x, y)
2
dµn (x) dµn (y)

(by (1.51))

=

∫ ∞
−∞

∫ ∞
−∞

χn (x) (1− χn (y))Kn (x, y)
2
dµn (x) dµn (y)

=

∫ ∞
xjn+anξ

∫ xjn+anξ

−∞
K2
n (x, y) dµn (x) dµn (y)

=
log n

2π2
(1 + o (1)) ,

(2.32)

by Theorem 2.1. Since

λj − xjn
an

< ξ

⇔ λj /∈ In ⇔ #In ≤ n− j

⇔ #In − E (#In) ≤ n− j − E (#In) =

√
log n

2π2
ξ + o

(√
log n

)
(by (2.31)) we see using (2.32) that

Pn
(
λj − xjn

an
< ξ

)
= Pn

(
#In − E (#In)√

V ar (#In)
≤ ξ + o (1)

)
.
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Since V ar (#In)→∞ as n→∞, the result now follows from the aforementioned
result of Costin, Leibowitz in a form stated by Soshnikov [23, p. 4]. Alternatively,
see [11, p. 155, Theorem 2.1]. �

3. Proof of Theorem 2.2

The basic idea in the proof of Theorem 2.2 is contained in the following identity.
We use the notation λkn = 1

Kn(xkn,xkn)
for the weights in the Gauss quadrature

formula. Recall too that xjn is a zero of pn,n while yjn is a zero of pn,n−1.

Lemma 3.1

Υj =

∫ ∞
yjn

Kn (t, t) dµn (t)

= n− j +

(
γn,n−1
γn,n

)2
{
j∑

k=1

λknp
2
n,n−1 (xkn)

∫ ∞
yjn

(
pn,n (t)

t− xkn

)2
dµn (t)

−
n∑

k=j+1

λknp
2
n,n−1 (xkn)

∫ yjn

−∞

(
pn,n (t)

t− xkn

)2
dµn (t)}.

(3.1)

Proof
We use the reproducing kernel property, and then Gauss quadrature to write

Υj =

∫ ∞
yjn

(∫ ∞
−∞

Kn (s, t)
2
dµn (s)

)
dµn (t)

=

∫ ∞
yjn

n∑
k=1

λknKn (xkn, t)
2
dµn (t)

=

n∑
k=1

λkn

∫ ∞
yjn

Kn (xkn, t)
2
dµn (t)

=

j∑
k=1

λkn

∫ ∞
yjn

Kn (xkn, t)
2
dµn (t)

+

n∑
k=j+1

λkn

[
Kn (xkn, xkn)−

∫ yjn

−∞
Kn (xkn, t)

2
dµn (t)

]

= n− j +

j∑
k=1

λkn

∫ ∞
yjn

Kn (xkn,t)
2
dµn (t)−

n∑
k=j+1

λkn

∫ yjn

−∞
Kn (xkn,t)

2
dµn (t) .

Finally, by the Christoffel-Darboux formula,

Kn (xkn, t) =
γn,n−1
γn,n

pn,n−1 (xkn)
pn,n (t)

t− xkn
.

�

Remark
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The two sums on the right-hand side in (3.1) cancel each other out, and are rela-
tively small, since xkn lies outside the range of integration. Unfortunately each sum
is really O (log n), so we really do need to use cancellation to obtain o

(√
log n

)
, and

this requires precise estimation. For k ≤ j, let

(3.2) Ik,n =

∫ ∞
yjn

(
pn,n (t)

t− xkn

)2
dµn (t)

and for k > j let

Ik,n =

∫ yjn

−∞

(
pn,n (t)

t− xkn

)2
dµn (t) .

We shall show that for k ≤ j,

(3.3) Ik,n =
1

π

1√
1− y2jn

1

yjn − xkn
+ τkn,

and for k > j,

Ik,n =
1

π

1√
1− y2jn

1

xkn − yjn
− τkn,

where τkn are "tail terms". The estimation of τkn is non-trivial. However, the
main idea is that when we substitute into (3.1), we obtain

Υj = n− j +

(
γn,n−1
γn,n

)2
{ 1

π

1√
1− y2jn

n∑
k=1

λkn
p2n,n−1 (xkn)

yjn − xkn
+

n∑
k=1

λknp
2
n,n−1 (xkn) τkn}

= n− j +

(
γn,n−1
γn,n

)2
{ 1

π

1√
1− y2jn

∫ ∞
−∞

p2n,n−1 (t)

yjn − t
dµn (t) +

n∑
k=1

λknp
2
n,n−1 (xkn) τkn}

= n− j +

(
γn,n−1
γn,n

)2 n∑
k=1

λknp
2
n,n−1 (xkn) τkn,

(3.4)

by first the Gauss quadrature formula and then orthogonality of pn,n−1 (t) to poly-
nomials of degree less than n− 1.

Lemma 3.2

(3.5) yjn − xjn ∼
1

n
∼ xj+1,n − yjn.

Proof
We use a weaker form of our asymptotics (2.1), namely that for m = n− 1, n,

pn,m (x)µ′n (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos

((
m− n+

1

2

)
θ + fn (x)

)
+ o (1) .

Then if xjn = cos θjn and yjn = cosφjn, we have

0 =

√
2

π
cos

(
1

2
θjn + fn (xjn)

)
+ o (1)



ORTHOGONAL POLYNOMIALS 21

and

0 =

√
2

π
cos

(
−1

2
φjn + fn (yjn)

)
+ o (1) .

If for some subsequenceN of integers, yjn−xjn = o
(
1
n

)
, or equivalently

∣∣φjn − θjn∣∣ =

o
(
1
n

)
, then in that subsequence,

fn (yjn) = fn (xjn) + o (1) ,

using (2.4), (2.2) and just continuity of g. Then

cos

(
1

2
θjn + fn (xjn)

)
= o (1) = cos

(
−1

2
φjn + fn (xjn)

)
so

sin

(
1

2
θjn +

1

2
φjn

)
= sin

((
1

2
θjn + fn (xjn)

)
−
(
−1

2
φjn + fn (xjn)

))
= sin

(
1

2
θjn + fn (xjn)

)
cos

(
−1

2
φjn + fn (xjn)

)
− cos

(
1

2
θjn + fn (xjn)

)
sin

(
−1

2
φjn + fn (xjn)

)
= o (1) ,

so as θjn, φjn ∈ [0, π] and are o
(
1
n

)
apart, this forces

sin (θjn) = o (1) ,

so that either θjn = o (1) or θjn = π − o (1). But this is impossible, as xjn lies in
the compact subset I of (−1, 1). Consequently, we must have yjn−xjn ≥ C

n . Since
xj+1,n − xjn ≤ C/n, we also have the other direction, so yjn − xjn ∼ 1

n . The other
half of (3.5) is proved similarly. �

We proceed to estimate Ik,n of (3.2) for k ≤ j. The case k > j is similar. First we
deal with terms arising from xkn that are not too close to yjn.

Lemma 3.3
Suppose yjn ∈ I and k ≤ j is such that yjn − xkn ≥ (log n)

−1/5. Then

Ik,n =
1

π

1√
1− y2jn

1

yjn − xkn
+O

(
(log n)

2/5
)
.

Proof

Ik,n =

∫ ∞
yjn

(
pn,n (t)

t− xkn

)2
dµn (t) ≤ 1

(yjn − xkn)
2 ≤ (log n)

2/5
.

Moreover, as the distance from yjn to ±1 is bounded below by the distance from I
to ±1,

1

π

1√
1− y2jn

1

yjn − xkn
≤ C (log n)

1/5
.

�
Next, we deal with "central" terms.
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Lemma 3.4
Suppose yjn ∈ I and k ≤ j is such that yjn − xkn < (log n)

−1/5. Then

Ik,n =
1

π
√

1− y2jn

1

yjn − xkn
+ τkn,

where

τkn = O
(

(log n)
2/5
)

+
o (log n)

−1/2

yjn − xkn

+O

(
1

n (yjn − xkn)
2

)
+O

(
log

(
1 +

1

yjn − xkn

))
.(3.6)

Proof
We split

Ik,n =

∫ yjn+(logn)
−1/5

yjn

(
pn,n (x)

x− xkn

)2
dµn (x) +O

(
(log n)

2/5
)
.

= I∗k,n +O
(

(log n)
2/5
)
,(3.7)

say. Next, we use our asymptotic (2.1) in the form

pn,n (x)
2
µ′n (x)

(
1− x2

)1/2
=

2

π
cos2

(arccosx

2
+ fn (x)

)
+ o (log n)

−1/2

=
1

π
+

1

π
cos (arccosx+ 2fn (x)) + o (log n)

−1/2
.

This holds uniformly in I and hence uniformly in the range of integration in I∗k,n
in (3.7) (and uniformly in j such that yjn ∈ I). Then

I∗k,n =
1

π

∫ yjn+(logn)
−1/5

yjn

1 + x cos 2fn (x)−
√

1− x2 sin 2fn (x) + o (log n)
−1/2

√
1− x2 (x− xkn)

2 dx.

(3.8)

We split this into three integrals, that we estimate separately: first, integrating by
parts,

1

π

∫ yjn+(logn)
−1/5

yjn

1√
1− x2 (x− xkn)

2 dx

=
1

π

[
1√

1− x2
−1

x− xkn

]yjn+(logn)−1/5
yjn

+
1

π

∫ yjn+(logn)
−1/5

yjn

x

(1− x2)3/2
dx

x− xkn

=
1

π
√

1− y2jn

[
1

yjn − xkn
+O

(
(log n)

1/5
)]

+O

(∫ yjn+1

yjn

dx

x− xkn

)

=
1

π
√

1− y2jn

1

yjn − xkn
+O

(
(log n)

1/5
)

+O

(
log

(
1 +

1

yjn − xkn

))
.

(3.9)
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Next,

(3.10)
1

π

∫ yjn+(logn)
−1/5

yjn

o (log n)
−1/2

√
1− x2 (x− xkn)

2 dx = o (log n)
−1/2 1

yjn − xkn
.

Next, using Lemma 2.6, with φ (x) = x/
√

1− x2 or 1, αn = yjn, βn = yjn +

(log n)
−1/5, cn = xkn ≤ xjn ≤ yjn−A

n (recall Lemma 3.2), and using our hypotheses
(I) in Section 2,

∣∣∣∣∣ 1π
∫ yjn+(logn)

−1/5

yjn

x sin 2fn (x)−
√

1− x2 cos 2fn (x)√
1− x2 (x− xkn)

2 dx

∣∣∣∣∣
≤

o
(

(log n)
−1/2

)
yjn − xkn

+
C

n (yjn − xkn)
2 .

Combining this and (3.7-3.10) yields the result. �

Lemma 3.5
Suppose yjn ∈ I. Then

j∑
k=1

λknp
2
n,n−1 (xkn)

∫ ∞
yjn

(
pn,n (t)

t− xkn

)2
dµn (t)

=
1

π
√

1− y2jn

j∑
k=1

λknp
2
n,n−1 (xkn)

yjn − xkn
+ o (log n)

1/2
.(3.11)

Proof
Using (3.2) and (3.3), the sum equals

j∑
k=1

1

π
√

1− y2jn

λknp
2
n,n−1 (xkn)

yjn − xkn
+

j∑
k=1

λknp
2
n,n−1 (xkn) τkn.

By Lemma 3.3,

∑
k≤j, yjn−xkn≥(logn)−1/5

λknp
2
n,n−1 (xkn) τkn = O

(
(log n)

2/5
)

= o (log n)
1/2

.
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Also, using (2.8) and the asymptotics for orthonormal polynomials that imply
bounds on pn,n−1, followed by the uniform spacing of the zeros and Lemma 3.4,∑

k≤j, yjn−xkn≤(logn)−1/5
λknp

2
n,n−1 (xkn) |τkn|

≤ C

n

∑
k≤j, yjn−xkn≤(logn)−1/5

 (log n)
2/5

+ o(logn)−1/2

yjn−xkn

+O
(

1
n(yjn−xkn)2

)
+O

(
log
(

1 + 1
yjn−xkn

)) 
≤ C (log n)

2/5
+ o (log n)

−1/2
∫ yjn−C

n

−1

dt

yjn − t
dt

+O

(
1

n

∫ yjn−C
n

−1

dt

(yjn − t)2
dt

)
+O

(∫ yjn−C
n

−1
log

(
1 +

1

yjn − t

)
dt

)
≤ C (log n)

2/5
+ o (log n)

1/2
+O (1) +O (1) = o (log n)

1/2
.

�

Proof of Theorem 2.2
By proceeding similarly as in Lemmas 3.3-3.5,

n∑
k=j+1

λknp
2
n,n−1 (xkn)

∫ yjn

−∞

(
pn,n (t)

t− xkn

)2
dµn (t)

=
1

π
√

1− y2jn

n∑
k=j+1

λknp
2
n,n−1 (xkn)

xkn − yjn
+ o (log n)

1/2
.

Combining this and Lemma 3.5 in (3.1) yields (as in (3.4)),

Υj = n− j +

(
γn,n−1
γn,n

)2 n∑
k=1

λknp
2
n,n−1 (xkn)

yjn − xn
+ o (log n)

1/2

= n− j + o (log n)
1/2

.

�

4. Proof of Theorem 1.1

As we are dealing with a fixed measure, we let pn (x) = γnx
n + ... denote the

nth orthonormal polynomial for µ, so that∫ 1

−1
pnpmdµ = δmn.

We must verify the four asymptotic assumptions (I)-(IV) in Section 2.
(I) Pointwise Asymptotics of Orthonormal Polynomials
This is our hypothesis (1.10) - (1.11).
(II) Asymptotics of Leading Coeffi cients
The limit

lim
n→∞

γn−1
γn

=
1

2

is an immediate consequence of the fact that µ satisfies Szegő’s condition [25, p.
309].
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(III) Asymptotic Spacing of Zeros
It is known that if xjn → x

lim
n→∞

nσ∗n (x) (xjn − xj+1,n) = lim
n→∞

nπ
√

1− x2 (xjn − xj+1,n)π
√

1− x2 = 1,

uniformly for x ∈ I, see [21, Thm, 3.11.11, p. 221].
(IV) Asymptotics for Reproducing Kernels
It is known [15], [21, Thm. 3.11.9, p. 220] that uniformly for x ∈ I,

lim
n→∞

1

nσ∗n (x)
Kn (x, x)µ′ (x) = lim

n→∞
π
√

1− x2Kn (x, x)µ′ (x) = 1.

5. Proof of Theorem 1.3

We shall first verify the assumptions (I) - (IV) in Section 2 for the measures
{µn}, defined by

(5.1) W ∗n (t) = W
(
L[−1]n (t)

)
, t ∈ Ln (I) ,

and

(5.2) dµn (t) = W ∗n (t)
2
dt, t ∈ Ln (I) .

Here the linear transformations Ln of [a−n,an] onto [−1, 1], are defined by (1.19-
1.20). If pm (x) = γmx

m+ ... denotes the mth orthonormal polynomial for dµ (x) =
W 2 (x) dx, then a substitution shows that the mth orthonormal polynomial pn,m
for dµn satisfies

(5.3) pn,m (x) = δ1/2n pm

(
L[−1]n (x)

)
, x ∈ Ln (I) .

Consequently, if xjn denotes the jth zero of pn,n (x) and x̂jn denotes the jth zero
of pn (x), then

(5.4) xjn = Ln (x̂jn) .

Moreover, if Kn(W 2, x, y) denotes the nth reproducing kernel for the measure dµ,
while Kn (x, y) denotes the nth reproducing kernel for dµn, it is easily seen that

(5.5) Kn (x, y) = δnKn

(
W 2, L[−1]n (x) , L[−1]n (y)

)
.

(I) Pointwise Asymptotics of Orthonormal Polynomials
The asymptotic (2.1) with g (x) = 0, and ζn = −π4 follows immediately from
Theorem 15.3 in [13, (15.11), p. 403] and the identity (5.3). Note that the class
F
(
lip 12

)
in the hypothesis of the theorem in [13] contains the class F

(
C2
)
. The

error term there is O (n−η) for some η > 0, which is stronger than the o (log n)
−1/2

required in (2.1) of this paper. The bound (2.2) on {σ∗n} follows from Theorem
6.1 in [13, p. 146]. Finally, the required uniform smoothness (2.3) follows from
Theorem 6.3(b) in [13, p. 148], where it is shown that {σ∗n} satisfy a uniform
Lipschitz condition of order 1

4 in compact subsets of (−1, 1).
(II) Asymptotics of Leading Coeffi cients
From (5.3), we see that

γn,n−1
γn,n

= δ−1n
γn−1
γn

,
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so (1.124) of Theorem 1.23 in [13, p. 26], where An =
γn−1
γn

, gives

lim
n→∞

γn,n−1
γn,n

=
1

2
.

(III) Asymptotic Spacing of Zeros
In [14, Thm. 1.4, p. 75], it is shown that uniformly for j, n with x̂jn ∈ [a−n + εδn, an − εδn],

lim
n→∞

σn (x̂jn) (x̂jn − x̂j+1,n) = 1.

Now using (5.4) and (1.21), we see that

nσ∗n (xjn) (xjn − xj+1,n)

= n
δn
n
σn (x̂jn)

(
x̂jn − x̂j+1,n

δn

)
= 1 + o (1) ,

uniformly for xjn ∈ Ln ([a−n + εδn, an − εδn]) = [−1 + ε, 1− ε].
(IV) Asymptotics and Bounds for Reproducing Kernels
Let 0 < α < 1. In [13, Theorem 1.25, p. 26], it is shown that

1

Kn (W 2, t, t)W 2 (t)
=

1

σn (t)
(1 + o (1)) ,

uniformly for t ∈ [a−αn, aαn]. Then from (5.5), we see that uniformly for x ∈
Ln ([a−αn, aαn]) ,

Kn (x, x)µ′n (x) / (nσ∗n (x))

= δnKn

(
W 2, L[−1]n (x) , L[−1]n (y)

)
W 2

(
L[−1]n (x)

)
/
[
δnσn

(
L[−1]n (x)

)]
= 1 + o (1) ,

that is we have (2.7). Note that for some C and C1 independent of α and n, [13,
(3.50), p. 81]

1− Ln (aαn) =
an − aαn

δn
≤ C an

δnT (an)
(1− α) ≤ C1 (1− α) ,

with C1 independent of n, α. A similar inequality holds for Ln (a−αn)+1. Thus we
can choose α close enough to 1 to ensure that for a given ε > 0, Ln ([a−αn, aαn])
contains [−1 + ε, 1− ε]. So we have (2.7) in the desired range.
Theorem 2.3 now gives (1.26), the alternate form of Theorem 1.3. Since

λ̂j = L[−1]n (λj) ; x̂jn = L[−1]n (xjn) ;nσ∗n (xjn) = δnσn (x̂jn) ,

we see that

λj − xjn√
logn
2π2

1
nσ∗n(xjn)

=

(
λ̂j − x̂jn

)
/δn√

logn
2π2

1
δnσn(x̂jn)

=
λ̂j − x̂jn√
logn
2π2

1
σn(x̂jn)

,

so (1.25) also follows. �

6. Proof of Theorem 1.4

We note that the notation of [16] is somewhat different. There Q is denoted by
V . The formulation there involves a parameter c, which we take to be 2. There,
in the case where the support of the equilibrium measures is a single interval, it
is denoted by [α, β]. We take it to be [−1, 1]. The leading coeffi cient of pn,n is
denoted there by κn,n, while we use γn,n. They abbreviate pn,n as pn. Moreover,
the coeffi cient of pn,n−1 (pn−1 there) is denoted by κn−1,n−1, while we use γn,n−1.
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(I) Pointwise Asymptotics of Orthonormal Polynomials
In [16], the asymptotics are stated in terms of entries of a 2 by matrix. Thus in
their notation [16, p. 46, eqn. (209)]

(6.1) A11 (x) =
1

κn,n
pn (x) and A21 (x) = − 2πi

κn−1,n−1
pn−1 (x) .

They also use the error term [16, p. 45, eqn. (202)]

∆n = n−1/3 log n, n ≥ 2.

Their asymptotic for the leading coeffi cients [16, p. 45, eqn. (207)] is

(6.2) κ2n−1,n−1 =
1

4π
e−n` (1 +O (∆n)) and κ2n.n =

1

π
e−n` (1 +O (∆n)) ,

where ` is a number that appears in an equilibrium relation. We do not need an
explicit expression for it. In [16, p. 48, eqns. (223-4)], they show that uniformly
for x in compact subsets of (−1, 1),

(6.3) A11 (x) = en(2V (x)+`−φ(x))/2a (x)

[
cos

(
1

2
(nθ (x)− ϕ (x))

)
+O (∆n)

]
.

and

(6.4) A21 (x) = −ien(2V (x)−`−φ(x))/2a (x)

[
sin

(
1

2
(nθ (x) + ϕ (x))

)
+O (∆n)

]
.

We note that there is a typo in the statement of (224) there, nθ (x) + ϕ (x) is mis-
takenly listed as nθ (x)−ϕ (x). This can be seen from equation (222) there, and has
been confirmed to the author by Peter Miller. The functions φ (x) , a (x) , θ (x) , ϕ (x)
are as follows: φ (x) = 0 [16, pp. 15-16, eqns. (47), (51)] Moreover,

a (x) =
√

2
(
1− x2

)−1/4
;

θ (x) = 2π

∫ 1

x

σ∗ (x) dx;

ϕ (x) = arcsin (x) .

See [16, p. 46, eqn. (214)], and [16, p. 63, eqn. (A29)]. Combining with (6.1) and
(6.2), and using

arcsinx =
π

2
− arccosx,

we obtain the desired forms

pn,n (x)µ′n (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos

(
1

2
θ + nπ

∫ 1

x

σ∗ − π

4

)
+O (∆n) ;

pn,n−1 (x)µ′n (x)
1/2 (

1− x2
)1/4

=

√
2

π
cos

(
−1

2
θ + nπ

∫ 1

x

σ∗ − π

4

)
+O (∆n) .

These have the form (2.1). Moreover, [16, p. 63, Lemma 3] σ∗ is positive and
continuously differentiable in (−1, 1).
(II) Asymptotics of Leading Coeffi cients
Directly from (6.2), we have

lim
n→∞

γn,n−1
γn,n

= lim
n→∞

κn−1,n−1
κn,n

=
1

2
.
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(IV) Asymptotics for Reproducing Kernels
In [16, p. 6, eqn. (20)], McLaughlin and Miller show that when σ∗ (x) > 0, then
for u, v ∈ R,

(6.5) lim
n→∞

1

nσ∗ (x)
e−nQ(x)Kn

(
x+

u

nσ∗ (x)
, x+

v

nσ∗ (x)

)
= S (u− v) .

In the special case we consider, this holds for all x ∈ (−1, 1). In particular,

(6.6) lim
n→∞

1

nσ∗ (x)
e−nQ(x)Kn (x, x) = 1.

The proofs in [16] show that (6.5) and (6.6) hold uniformly for x in compact subsets
of (−1, 1), and u, v in compact intervals. Thus recalling that σ∗n (x) = nσ∗ (x), we
have (2.7). Finally,
(III) Asymptotic Spacing of Zeros
The universality limit (6.5) and limits of the Christoffel functions imply the required
asymptotic spacing for the zeros. The proof of this is exactly the same as that of
Theorem 1.4 in [14, p. 86], so is omitted.
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