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Abstract. We consider orthogonal polynomials
{
pn
(
e−2nQn , x

)}
for

varying measures and use universality limits to prove "local limits"

lim
n→∞

pn

(
e−2nQn , yjn + z

K̃n(yjn,yjn)

)
pn (e−2nQn , yjn)

e
−

nQ′n(yjn)
K̃n(yjn,yjn)

z

= cosπz.

Here yjn is a local maximum point of |pn| e−nQn in the "bulk" of the
support, K̃n (yjn, yjn) is the normalized reproducing kernel, and the
limit holds uniformly for z in compact subsets of the plane. We also
consider local limits at the "soft edge" of the spectrum, which involve
the Airy function.

1. Introduction1

For n ≥ 1, let µn be a finite positive Borel measure with support supp[µn]
and infinitely many points in the support, and all finite power moments∫

xjdµn (x) , j = 0, 1, 2, ... .

Then we may define orthonormal polynomials

pm (µn, x) = γm (µn)xm + ..., γm (µn) > 0,

m ≥ 0, satisfying the orthonormality conditions∫
pj (µn, ·) pk (µn, ·) dµn = δjk.

Throughout we use µ′n to denote the Radon-Nikodym derivative of µn. The
nth reproducing kernel for µn is

Kn (x, y) = Kn (µn, x, y) =
n−1∑
k=0

pk (µn, x) pk (µn, y)

=
γn−1 (µn)

γn (µn)

pn (µn, x) pn−1 (µn, y)− pn−1 (µn, x) pn (µn, y)

x− y(1.1)

and the normalized kernel is

(1.2) K̃n (x, y) = µ′n (x)1/2 µ′n (y)1/2Kn (x, y) .
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The nth Christoffel function is

λn (x) = λn (µn, x) = 1/Kn (x, x) .

The zeros of pn (µn, x) are denoted by

xnn < xn−1,n < ... < x2n < x1n.

We emphasize that Kn, λn, and {xjn}1≤j≤n correspond to the nth measure
µn.
The universality limit in the bulk asserts that

(1.3) lim
n→∞

K̃n

(
ξ + a

K̃n(ξ,ξ)
, ξ + b

K̃n(ξ,ξ)

)
K̃n (ξ, ξ)

= S (a− b) ,

where

S (t) =
sinπt

πt
.

Typically, this is established uniformly for a, b in compact subsets of the real
line. In many of the most important applications,

dµn (x) = e−2nQ(x)dx.

There are several methods to establish universality limits, and an extensive
literature. See for example [1], [2], [3], [4], [5], [6], [7], [9], [10], [13], [17],
[18], [19], [20], [22], [23], [24], [26], [28], [29]. One method is to pass from
asymptotics for orthonormal polynomials to universality limits.
In recent papers [14], [15], [16] it was shown that one can partially pro-

ceed in the opposite direction, by deducing local ratio asymptotics from
universality limits. A related observation appears in [30]. Perhaps the most
impressive such result involves asymptotics at an endpoint of the interval
of orthogonality. Let Jα be the usual Bessel function of the first kind and
order α,

Jα (z) =

∞∑
n=0

(−1)n (z/2)2n+α

n!Γ (α+ n+ 1)
,

and J∗α be the normalized Bessel function J
∗
α (z) = Jα (z) /zα.

Theorem A [14]
Let µ be a finite positive Borel measure on (−1, 1) that is regular. Assume
that for some ρ > 0, µ is absolutely continuous in J = [1− ρ, 1], and in
J , its absolutely continuous component has the form w (x) = h (x) (1− x)α,
where α > −1 and

lim
x→1−

h (x) = 1.

Then uniformly for z in compact subsets of C, we have

(1.4) lim
n→∞

pn

(
µ, 1− z2

2n2

)
pn (µ, 1)

=
J∗α (z)

J∗α (0)
.
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See [25] for the definition of regular measures on [−1, 1]. Here we note that
if µ′ exists and is positive a.e. in [−1, 1], then µ is regular.
In a subsequent paper, the same method was used to establish local as-

ymptotics inside the interval of orthogonality:

Theorem B [15]
Assume that µ is a regular measure with compact support. Let I be a closed
subinterval of the support in which µ is absolutely continuous, and µ′ is
positive and continuous. Let J be a compact subset of the interior Io of I.
Then if yjn ∈ J satisfies p′n (yjn) = 0,

lim
n→∞

pn

(
µ, yjn + z

nω(yjn)

)
pn (µ, yjn)

= cosπz

uniformly for yjn ∈ J and z in compact subsets of C. Here ω is the equi-
librium density for the support of µ.
Analogues for measures on the unit circle were explored in [16]. In this

paper, we shall establish local asymptotics from universality limits in the
setting of varying measures. We note that because of the extra factors in
the limits, even in the bulk case, the results cannot be deduced from earlier
ones.
We shall state our results in the bulk in Section 2, and those at the soft

edge in Section 3. We prove the results of Section 2 in Section 4, and
those of Section 3 in Section 5. In the sequel C,C1, C2, ... denote constants
independent of n, x, θ. The same symbol does not necessarily denote the
same constant in different occurences.
Acknowledgement

The authors thank the referee for useful perspectives and comments.

2. Local Limits in the Bulk

We need some concepts from potential theory for external fields [21]. Let
Σ be a closed set on the real line, and e−Q be a continuous function on Σ.
If Σ is unbounded, we assume that

lim
|x|→∞,x∈Σ

(Q (x)− log |x|) =∞.

Associated with Σ and Q, we may consider the extremal problem

inf
ν

(∫ ∫
log

1

|x− t|dν (x) dν (t) + 2

∫
Q dν

)
,

where the inf is taken over all positive Borel measures ν with support in Σ
and ν (Σ) = 1. The inf is attained by a unique equilibrium measure ωQ,
characterized by the following conditions: let

V ωQ (z) =

∫
log

1

|z − t|dωQ (t)
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denote the potential for ωQ. Then

V ωQ +Q ≥ FQ on Σ;

V ωQ +Q = FQ in supp [ωQ] .

Here the number FQ is a constant. We let σQ (x) =
dωQ
dx .

Our first theorem is based on results in [10], [27].

Theorem 2.1
Let e−Q be a continuous non-negative function on the set Σ, which is as-
sumed to consist of at most finitely many intervals. If Σ is unbounded, we
assume also

lim
|x|→∞,x∈Σ

(Q (x)− log |x|) =∞.

Let h be a bounded positive continuous function on Σ, and for n ≥ 1, let

(2.1) dµn (x) = h (x) e−2nQ(x)dx.

Let J be a closed interval lying in the interior of supp[ωQ], where ωQ denotes
the equilibrium measure for Q. Assume that ωQ is absolutely continuous in a
neighborhood of J , and that σQ and Q′ are continuous in that neighborhood,
while σQ > 0 there.
(a) Let c > 0, and assume that for n ≥ 1, we are given ξn ∈ J such that

(2.2) min
1≤k≤n

|ξn − xkn| ≥
c

n
.

Then uniformly for z in compact subsets of the plane, and also uniformly
in ξn satisfying (2.2) we have

(2.3) lim
n→∞

pn

(
µn, ξn + z

K̃n(ξn,ξn)

)
pn (µn, ξn)

e
− z
K̃n(ξn,ξn)

p′n(ξn)
pn(ξn) = cosπz.

(b) In particular, uniformly for yjn ∈ J that is a local maximum of |pn (µn, ·)| e−nQ(·)

and for z in compact subsets of the plane, we have

(2.4) lim
n→∞

pn

(
µn, yjn + z

K̃n(yjn,yjn)

)
pn (µn, yjn)

e
−

nQ′(yjn)
K̃n(yjn,yjn)

z

= cosπz.

We note that there exists such a yjn between any two successive zeros
xj+1,n, xjn of pn (µn, ·). Our next result allows varying Qn, but with sup-
port consisting of one interval, rather than finitely many intervals. It is
based on results from [12]:

Theorem 2.2
For n ≥ 1, let In = (cn, dn), where −∞ ≤ cn < dn ≤ ∞. Assume that for
some r∗ > 1, [−r∗, r∗] ⊂ In, for all n ≥ 1. Assume that

(2.5) µ′n (x) = e−2nQn(x), x ∈ In,
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where
(i) Qn (x) / log (2 + |x|) has limit ∞ at cn+ and dn − .
(ii) Q′n is strictly increasing and continuous in In.
(iii) There exists α ∈ (0, 1), C > 0 such that for n ≥ 1 and x, y ∈ [−r∗, r∗] ,
(2.6)

∣∣Q′n (x)−Q′n (y)
∣∣ ≤ C |x− y|α .

(iv) There exists α1 ∈
(

1
2 , 1
)
, C1 > 0, and an open neighborhood I0 of 1 and

−1, such that for n ≥ 1 and x, y ∈ In ∩ I0,

(2.7)
∣∣Q′n (x)−Q′n (y)

∣∣ ≤ C1 |x− y|α1 .
(v) [−1, 1] is the support of the equilibrium distribution ωQn for Qn.
Then the assertions (a), (b) of Theorem 2.1 hold, where in (b), yjn is a local
maximum of |pn| e−nQn in any compact subinterval J of (−1, 1) .
We shall deduce Theorems 2.1 and 2.2 from a general proposition for a

sequence of measures {µn}.

Theorem 2.3
Assume that for n ≥ 1 we have a measure µn supported on the real line with
infinitely many points in its support, and all finite power moments. Let {ξn}
be a bounded sequence of real numbers, and {τn} be a sequence of positive
numbers that is bounded above and below by positive constants, while {Ψn}
is a sequence of real numbers. Assume that uniformly for a, b in compact
subsets of C,

(2.8) lim
n→∞

Kn

(
µn, ξn + aτn

n , ξn + bτn
n

)
Kn (µn, ξn, ξn)

eΨn(a+b) = S (a− b) .

Let us be given some infinite sequence of integers T . The following are
equivalent:
(I)

(2.9) sup
n∈T

∣∣∣∣∣∣τnn
n∑
j=1

1

ξn − xjn
+ Ψn

∣∣∣∣∣∣ <∞ and sup
n∈T

1

n2

n∑
j=1

1

(ξn − xjn)2 <∞.

(II) For each R > 0, there exists CR such that

(2.10) sup
n∈T

sup
|z|≤R

∣∣∣∣∣pn
(
µn, ξn + τnz

n

)
pn (µn, ξn)

eΨnz

∣∣∣∣∣ ≤ CR.
(III) From every subsequence of T , there is a further subsequence S such
that

(2.11) lim
n→∞,n∈S

pn
(
µn, ξn + zτn

n

)
pn (µn, ξn)

eΨnz = cos (πz) +
α

π
sinπz,

uniformly for z in compact subsets of C, where

(2.12) α = lim
n→∞,n∈S

[
τn
n

p′n (µn, ξn)

pn (µn, ξn)
+ Ψn

]
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and α is bounded independently of S.

Remarks
Theorem 2.3 is similar to Theorem 1.3 in [15], which deals with fixed weights,
but there the factor eΨnz that enables us to deal with varying exponential
weights is missing.

Corollary 2.4
Under the hypotheses of Theorem 2.1(b) or 2.2,

lim
n→∞

[
(pnµ

′
n)
(
yjn + x

K̃n(yjn,yjn)

)]2
+
[

1
πK̃n(yjn,yjn)

(pnµ
′
n)′
(
yjn + x

K̃n(yjn,yjn)

)]2

(pnµ′n) (yjn)2 = 1,

uniformly for x in compact subsets of the real line.

3. Local Limits at the Soft Edge

For the classical Hermite weight exp
(
−x2

)
on R, universality limits at

the "soft" edge of the spectrum take the form [31, p. 152]

lim
n→∞

1√
2n1/6

K̃n

(√
2n
(

1 +
a

2n2/3

)
,
√

2n

(
1 +

b

2n2/3

))
= Ai (a, b) ,

and for the scaled (or contracted) Hermite weight exp
(
−2nx2

)
, the form is

(3.1) lim
n→∞

1

2n2/3
K̃n

(
1 +

a

2n2/3
, 1 +

b

2n2/3

)
= Ai (a, b) ,

where Ai (·, ·) is the Airy kernel, defined by

(3.2) Ai (a, b) =

{
Ai(a)Ai′(b)−Ai′(a)Ai(b)

a−b , a 6= b,

Ai′ (a)2 − aAi (a)2 , a = b,

and Ai is the Airy function, defined on the real line by [32]

(3.3) Ai (x) =
1

π

∫ ∞
0

cos

(
1

3
t3 + xt

)
dt.

The Airy function satisfies the differential equation

(3.4) Ai′′ (z)− zAi (z) = 0.

For a = b = 0, (3.1) gives

(3.5) lim
n→∞

1

2n2/3
K̃n (1, 1) = Ai (0, 0) ,

so we may reformulate (3.1) as

(3.6) lim
n→∞

K̃n

(
1 + Ai(0,0)

K̃n(1,1)
a, 1 + Ai(0,0)

K̃n(1,1)
b
)

K̃n (1, 1)
=
Ai (a, b)

Ai (0, 0)
.
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It is this formulation of the universality limit that was studied in [11]. There
it was also shown that the limit for real a, b gives

(3.7) lim
n→∞

Kn

(
1 + Ai(0,0)

K̃n(1,1)
u, 1 + Ai(0,0)

K̃n(1,1)
v
)

Kn (1, 1)
e
− Ai(0,0)
K̃n(1,1)

nQ′n(1)(u+v)
=
Ai (u, v)

Ai (0, 0)
,

uniformly for u, v in compact subsets of the complex plane. The limit (3.6)
has been established (with slightly different formulations) for varying ex-
ponential weights, using the Riemann-Hilbert method and ∂ techniques by
Miller and McLaughlin for a general class of non-analytic varying weights
[19].
We prove

Theorem 3.1
Assume that for n ≥ 1 we have a measure µn supported on the real line with
infinitely many points in its support, and all finite power moments. Let {ρn}
be a sequence of positive numbers with limit 0, while {Φn} is a sequence of
real numbers, such that uniformly for u, v in compact subsets of C,

(3.8) lim
n→∞

Kn (1 + ρnu, 1 + ρnv)

Kn (1, 1)
e−Φn(u+v) =

Ai (u, v)

Ai (0, 0)
.

Let us be given some infinite sequence of integers T . The following are
equivalent:
(I)

(3.9) sup
n∈T

∣∣∣∣∣∣ρn
n∑
j=1

1

1− xjn
+ Φn

∣∣∣∣∣∣ <∞ and sup
n∈T

ρ2
n

n∑
j=1

1

(1− xjn)2 <∞.

(II) For each R > 0, there exists CR such that

(3.10) sup
n∈T

sup
|z|≤R

∣∣∣∣pn (1 + ρnz)

pn (1)
eΦnz

∣∣∣∣ ≤ CR.
(III) From every subsequence of T , there is a further subsequence S such
that
(3.11)

lim
n→∞,n∈S

pn (1 + ρnz)

pn (1)
eΦnz =

Ai′ (z)

Ai′ (0)
+ c0

{
Ai (z)Ai′ (0)−Ai′ (z)Ai (0)

}
,

uniformly for z in compact subsets of C, where

(3.12) c0 =
1

Ai′ (0)2 lim
n→∞,n∈S

{
ρn
p′n (1)

pn (1)
+ Φn

}
and c0 is bounded independently of S.
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Remarks
(a) Note that if we choose

Φn = −ρn
n∑
j=1

1

1− xjn
= −ρn

p′n (1)

pn (1)
,

then the limit in (3.11) simplifies to

lim
n→∞,n∈S

pn (1 + ρnz)

pn (1)
eΦnz =

Ai′ (z)

Ai′ (0)
,

and the right-hand side is independent of the subsequence, so we can take
S to be the full sequence of positive integers if T also is.
(b) The universality limit (3.6) has been thus far only established for weights
for which asymptotics are also known for the orthogonal polynomials at the
soft edge, typically via the Riemann-Hilbert method [18], [19]. Thus Theo-
rem 3.1 will be more useful when universality limits have been established
at the soft edge without the much deeper asymptotics for the orthonormal
polynomials.
(c) A natural question is whether there are analogous results at the "hard
edge", which arises when one considers varying weights on [0,∞), with a La-
guerre type factor at 0. If we consider varying weights of the form x2αe−nQ(x)

on [0,∞), where α > −1
2 , then the universality limit at the hard edge 0 takes

the form

lim
n→∞

1

nc
Kn

( u
nc
,
v

nc

)
= J0

α (u, v)

where c is an appropriate constant, u, v lie in bounded subsets of (0,∞),
and J0

α is a slightly unusual form of the Bessel kernel. See [8, Theorem
1.1]. Note that the scaling factor is 1

n rather than the
1
n2
in Theorem A

above. This is evidently because the varying term e−nQ largely overrides
the fixed factor x2α. A second case to consider would be varying weights
of the form xnαe−nQn(x), with α necessarily nonnegative, which would lead
to a different universality limit at 0, probably more like Theorem A above.
The local limits in these disparate cases seem worthy of investigation.

4. Proof of Theorems 2.1-3 and Corollary 2.4

In this section we abbreviate pn (µn, z) as pn (z), pn−1 (µn, z) as pn−1 (z) ,
Kn (µn, z, w) as Kn (z, w), and

γn−1
γn

(µn) as
γn−1
γn
.

Lemma 4.1
Assume the hypotheses of Theorem 2.3, and in particular, (2.8). Assume
also that through the subsequence S, uniformly for z in compact subsets of
C, and some finite valued function f (z) ,

(4.1) lim
n→∞,n∈S

pn
(
ξn + zτn

n

)
pn (ξn)

eΨnz = f (z) .
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Then

(4.2) f (z) = cosπz +
1

π
f ′ (0) sinπz,

where

(4.3) f ′ (0) = lim
n→∞,n∈S

[
τn
n

p′n (ξn)

pn (ξn)
+ Ψn

]
.

Proof
This is similar to that of Lemma 2.1 in [15], but because of the extra factors
here, we provide full details. From

pn−1

pn
(z)− pn−1

pn
(w) =

[
pn−1

pn
(z)− pn−1

pn
(u)

]
+

[
pn−1

pn
(u)− pn−1

pn
(w)

]
and the Christoffel-Darboux formula, we deduce that

Kn (z, w)

pn (z) pn (w)
(w − z) =

Kn (u, z)

pn (z) pn (u)
(u− z) +

Kn (w, u)

pn (u) pn (w)
(w − u) .

Replace z, w, u respectively by ξn + zτn
n , ξn + wτn

n , ξn + uτn
n . Divide each

denominator by pn (ξn)2 and each numerator by Kn (ξn, ξn) as well as τn
n .

Take limits through the subsequence S. Observe that the first term on the
left becomes

Kn

(
ξn + zτn

n , ξn + wτn
n

)
eΨn(z+w)

Kn (ξn, ξn)

w − z(
pn(ξn+ zτn

n )
pn(ξn) eΨnz

)(
pn(ξn+wτn

n )
pn(ξn) eΨnw

)
and that this has the subsequential limit S(z−w)

f(z)f(w) (w − z). Similar considera-
tions hold for the two terms on the right, so we obtain, if f (u) f(w)f (z) 6= 0,
that

S (z − w)

f (z) f (w)
(w − z) =

S (u− z)
f (z) f (u)

(u− z) +
S (w − u)

f (u) f (w)
(w − u)

and hence
sinπ (w − z)
f (z) f (w)

=
sinπ (u− z)
f (z) f (u)

+
sinπ (w − u)

f (u) f (w)

Multiplying by f (u) f (z) f (w) and using analytic continuation, gives for all
u, z, w,

(4.4) f (u) sinπ (w − z) = f (w) sinπ (u− z) + f (z) sinπ (w − u) .

The double angle formula for trigonometric functions yields the elementary
identity

cosπu sinπ (w − z) = cosπw sinπ (u− z) + cosπz sinπ (w − u) .

Then we can recast (4.4) as
(4.5)
[f (u)− cosπu] sinπ (w − z) = [f (w)− cosπw] sinπ (u− z)+[f (z)− cosπz] sinπ (w − u) .
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Note that the definition (4.1) of f ensures that f (0) = 1. Setting u = 0
gives

0 = − [f (w)− cosπw] sinπz + [f (z)− cosπz] sinπw

so if (sinπz) (sinπw) 6= 0, we have

f (z)− cosπz

sinπz
=
f (w)− cosπw

sinπw
.

So both sides are necessarily constant. Fix any such w, and call the right-
hand side c. We have at first for all non-integer z, and then for all z,

f (z)− cosπz = c sinπz.

We see that
f ′ (0) = cπ,

so

f (z) = cosπz +
1

π
f ′ (0) sinπz.

Finally, because of the uniform convergence, we can differentiate the asymp-
totic relation (4.1), so that

(4.6) f ′ (z) = lim
n→∞,n∈S

[
τn
n

p′n
(
ξn + zτn

n

)
pn (ξn)

eΨnz +
pn
(
ξn + zτn

n

)
pn (ξn)

eΨnzΨn

]
and hence also obtain (4.3). �

Proof of Theorem 2.3
(I) ⇒ (II)

log

∣∣∣∣∣pn
(
ξn + τnz

n

)
pn (ξn)

eΨnz

∣∣∣∣∣ =

n∑
j=1

log

∣∣∣∣1 +
τnz

n (ξn − xjn)

∣∣∣∣+ Ψn Re z

=
1

2

n∑
j=1

log

(
1 +

2τn Re (z)

n (ξn − xjn)
+

τ2
n |z|

2

(n (ξn − xjn))2

)
+ Ψn Re z

≤

τn
n

n∑
j=1

1

ξn − xjn
+ Ψn

Re z +
τ2
n |z|

2

2n2

n∑
j=1

1

(ξn − xjn)2 .

(4.7)

Then our hypotheses (2.9) give the uniform boundedness.
(II)⇒(I)
Suppose we have the uniform boundedness (2.10). Then by normality, from
every subsequence of T , we can choose a further subsequence S such that

lim
n→∞,n∈S

pn
(
ξn + τnz

n

)
pn (ξn)

eΨnz = f (z) ,
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where f is an entire function. Then also from (2.10), with R = 1,

sup
|z|≤1
|f (z)| ≤ C1.

Because of the uniform convergence for z in compact sets, the differentiated
sequence also converges, so (cf. (4.3))

lim
n→∞,n∈S

∣∣∣∣τnn p′n (ξn)

pn (ξn)
+ Ψn

∣∣∣∣ =
∣∣f ′ (0)

∣∣ .
By Cauchy’s inequalities for derivatives of analytic functions, |f ′ (0)| is
bounded above by C1 independently of the subsequence S, so

sup
n∈T

∣∣∣∣∣∣τnn
n∑
j=1

1

ξn − xjn
+ Ψn

∣∣∣∣∣∣ <∞.
So we have the first requirement in (2.9). Next, setting z = iy, we have for
real y,

C1 ≥ log

∣∣∣∣∣∣
pn

(
ξn + iτny

n

)
pn (ξn)

eΨniy

∣∣∣∣∣∣ =
1

2

n∑
j=1

log

(
1 +

τ2
ny

2

(n (ξn − xjn))2

)
.

Let us assume that τn ≥ d > 0 for all n and set y = 1. Then also for each j

C1 ≥ 1

2
log

(
1 +

d2

(n (ξn − xjn))2

)

⇒ e2C1 ≥ 1 +
d2

(n (ξn − xjn))2

⇒ C2 := e2C1 − 1 ≥ d2

(n (ξn − xjn))2 .

Now there exists C3 depending only on C2 such that

log (1 + t) ≥ C3t for t ∈ [0, C2] .

Then

C1 ≥ log

∣∣∣∣∣pn
(
ξn + iτn

n

)
pn (ξn)

∣∣∣∣∣
≥ 1

2

n∑
j=1

log

(
1 +

d2

(n (ξn − xjn))2

)

≥ C3

2
d2

n∑
j=1

1

(n (ξn − xjn))2 .
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Here C1, C3, d are independent of n, so we have also

sup
n∈T

n∑
j=1

1

(n (ξn − xjn))2 <∞.

Thus we also have the second requirement in (2.9).
(II)⇒(III)
Because of the uniform boundedness, we can extract a subsequence S of T
such that

lim
n∈S

pn
(
ξn + τnz

n

)
pn (ξn)

eΨnz = f (z)

uniformly for z in compact subsets of C. Then Lemma 4.1 shows that f has
the form (4.2-4.3), which is the same as that in (2.11) and (2.12).
(III)⇒(II)
Since α is bounded independently of the subsequence, we obtain the uniform
boundedness in (2.10). �

We next list some results we need for the proof of Theorem 2.1:

Lemma 4.2
Assume the hypotheses of Theorem 2.1 on Q. Let J be a closed interval lying
in the interior of supp[ωQ], where ωQ denotes the equilibrium measure for
Q. Assume that ωQ is absolutely continuous in a neighborhood of J , and
that σQ and Q′ are continuous in that neighborhood, while σQ > 0 there.
(a) Uniformly for ξ ∈ J and u, v in compact subsets of the plane,

lim
n→∞

Kn

(
ξ + u

K̃n(ξ,ξ)
, ξ + v

K̃n(ξ,ξ)

)
Kn (ξ, ξ)

e
− n
K̃n(ξ ξ)

Q′(ξ)(u+v)
= S (u− v) .

(b) Uniformly for ξ ∈ J

lim
n→∞

1

n
K̃n (ξ, ξ) = σQ (ξ) .

(c) Uniformly for xjn, xj+1,n ∈ J,

K̃n (xjn, xjn) (xjn − xj+1,n) = 1 + o (1) .

(d) If yjn ∈ (xj+1,n, xjn) is a local maximum of
∣∣pn (µn, ·) e−nQ

∣∣, then for
k = j, j + 1,

|xkn − yjn| ≥ C/n.
Here C is independent of j, depending only on J .
Proof
(a) This was stated in [10, p. 749] in (1.13) and established in the proof of
Theorem 1.2 [10, p. 766].
(b) This was proved by Totik [27, Theorem 1.2, p. 326].
(c) From the Christoffel-Darboux formula, Kn (xjn, xj+1,n) = 0. Thus if
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xj+1,n = xjn− εn
K̃n(xjn,xjn)

, where εn → ε0 as n→∞ through a subsequence

T of integers, we have

0 = lim
n→∞,n∈T

Kn (xjn, xj+1,n)

Kn (xjn, xjn)
e

n

K̃n(xjn,xjn)
Q′(xjn)εn

= lim
n→∞,n∈T

Kn

(
xjn, xjn − εn

K̃n(xjn,xjn)

)
Kn (xjn, xjn)

e

n

K̃n(xjn,xjn)
Q′(xjn)εn

= S (ε0) .

Since S (0) = 1, we cannot have ε0 = 0. It also follows that ε0 is a non-zero
integer. As xj+1,n is the closest zero on the left, and S (t) vanishes at all
non-zero integers, it follows from Hurwitz’Theorem that

xj+1,n = xjn −
1 + o (1)

K̃n (xjn, xjn)
.

(d) Suppose the conclusion is wrong. Then for some infinite sequence S of
positive integers n and corresponding j = j (n), either for k = j or k = j+1,
yjn − xkn = o

(
1
n

)
. Let us assume this is true for infinitely many k = j and

all n ∈ S, so that
yjn = xjn −

εn

K̃n (xjn, xjn)

where the {εn} have limit 0. (The other case is similar). The uniform
universality limit in (a) gives

lim
n→∞,n∈S

Kn (xjn, yjn)

Kn (xjn, xjn)
e

n

K̃n(xjn,xjn)
Q′(xjn)εn

= S (0) = 1.

Also then as n
K̃n(xjn,xjn)

Q′ (xjn) is bounded by (b), the Christoffel-Darboux

formula gives

lim
n→∞,n∈S

γn−1

γn

|pn (yjn) pn−1 (xjn)|
εn

= 1.

Let

zjn =
1

2
(xj+1,n + xjn) = xjn −

1 + o (1)

2K̃n (xjn, xjn)
,

in view of (c). Also, for large enough n, zjn ∈ (xj+1,n, xjn) again by (c).
Exactly as above, the uniform universality limit gives

lim
n→∞,n∈S

γn−1

γn

|pn (zjn) pn−1 (xjn)|
(1/2)

= S
(

1

2

)
.

Taking the ratio of this limit and its analogue for yjn gives

lim
n→∞,n∈S

∣∣∣∣pn (yjn)

pn (zjn)

∣∣∣∣ 2

εn
= S

(
1

2

)−1

.

Then as yjn gives a maximum of |pn| e−nQ in (xj+1,n, xjn),

1 ≤
∣∣∣∣∣pn (yjn) e−nQ(yjn)

pn (zjn) e−nQ(zjn)

∣∣∣∣∣ = εn
1

2
S
(

1

2

)−1

en[Q(zjn)−Q(yjn)] (1 + o (1)) .



14 ELI LEVIN1 AND DORON S. LUBINSKY2

Here as Q′ is bounded, while zj − yjn = O
(

1
n

)
, this last inequality gives a

contradiction as n→∞, n ∈ S. Then the result follows. �

Proof of Theorem 2.1
(a) We apply Theorem 2.3 with

τn =
n

K̃n (ξn, ξn)
and Ψn = − 1

K̃n (ξn, ξn)

p′n (ξn)

pn (ξn)
= −τn

n

n∑
j=1

1

ξn − xjn
.

Here {τn} are bounded above and below for ξn ∈ J by Lemma 4.2(b). Our
choice of Ψn gives the first condition in (2.9). Next, our hypothesis (2.2)
and the spacing in Lemma 4.2(c), as well as the bounds on the reproducing
kernel show that for some η > 0,

(4.8)
1

n2

∑
xkn∈(yjn−η,yjn+η)

1

(ξn − xkn)2 ≤ C.

Indeed, we assumed that

min
k
|ξn − xkn| ≥

c

n
.

Moreover, if xk0n is the closest zero to ξn, then from Lemma 4.2(c),

|ξn − xkn| ≥ C |k − k0| /n
for xkn ∈ (ξn − η, ξn + η) and some η > 0 independent of j. These last
two estimates easily yield (4.8). The remaining part of the sum is trivially
bounded:

1

n2

∑
xkn /∈(yjn−η,yjn+η)

1

(ξn − xkn)2 ≤
1

nη2
.

We have shown (2.9) holds, so from Theorem 2.3 for appropriate subse-
quences S,

lim
n→∞,n∈S

pn

(
µn, ξn + z

K̃n(ξn,ξn)

)
pn (µn, ξn)

e
− 1
K̃n(ξn,ξn)

p′n(ξn)
pn(ξn)

z
= cosπz + α sinπz,

where by choice of Ψn,

α = lim
n→∞,n∈S

[
τn
n

p′n (µn, ξn)

pn (µn, ξn)
+ Ψn

]
= 0.

As the limit is independent of the subsequence, it holds as n→∞.
(b) Here as ξn = yjn is a local max of |pn (µn, ·)| e−nQ(·), we have

p′n
pn

(yjn)− nQ′n (yjn) = 0

so choosing Ψn as in (a), we have

Ψn = − 1

K̃n (yjn, yjn)

p′n (yjn)

pn (yjn)
= − nQ′n (yjn)

K̃n (yjn, yjn)
.
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Also by Lemma 4.2(d), we have the necessary lower bound (2.2) for the
distance between yjn and {xkn}nk=1. Thus the result follows from (a). �
Next, we turn to what is needed to prove Theorem 2.2:

Lemma 4.3
Assume the hypotheses of Theorem 2.2. Let J be a compact subinterval of
(−1, 1)).
(a) Uniformly for ξ ∈ J and u, v in compact subsets of the plane,

lim
n→∞

Kn

(
ξ + u

K̃n(ξ,ξ)
, ξ + v

K̃n(ξ,ξ)

)
Kn (ξ, ξ)

e
− n
K̃n(ξ ξ)

Q′n(ξ)(u+v)
= S (u− v) .

(b) Uniformly for ξ ∈ J

lim
n→∞

(
1

n
K̃n (ξ, ξ)− σQn (ξ)

)
= 0.

Here, there exists Ĉ > 0 such that uniformly for t ∈ (−1, 1) and n ≥ 1,

Ĉ−1 ≤ σQn (t) /
√

1− t2 ≤ Ĉ.
(c) Uniformly for xjn, xj+1,n ∈ J,

K̃n (xjn, xjn) (xjn − xj+1,n) = 1 + o (1) .

(d) If yjn ∈ (xj+1,n, xjn) is a local maximum of
∣∣pn (µn, ·) e−nQn

∣∣, then for
k = j, j + 1,

|xkn − yjn| ≥ C/n.
Here C is independent of j, depending only on J .
Proof
(a) In [12, Theorem 15.1, p. 155], it is proven that uniformly for ξ in a
compact subinterval of (−1, 1)and u, v in compact subsets of the real line,

lim
n→∞

K̃n

(
ξ + u

K̃n(ξ,ξ)
, ξ + v

K̃n(ξ,ξ)

)
K̃n (ξ, ξ)

= S (u− v) ,

that is

lim
n→∞

Kn

(
ξ + u

K̃n(ξ,ξ)
, ξ + v

K̃n(ξ,ξ)

)
Kn (ξ, ξ)

e
n
[
2Qn(ξ)−Qn

(
ξ+ u

K̃n(ξ,ξ)

)
−Qn

(
ξ+ v

K̃n(ξ,ξ)

)]
= S (u− v) .

Now using the uniform Lipschitz condition of order α on {Q′n}, we see that

2Qn (ξ)−Qn
(
ξ +

u

K̃n (ξ, ξ)

)
−Qn

(
ξ +

v

K̃n (ξ, ξ)

)
= − Q′n (ξ)

K̃n (ξ, ξ)
(u+ v) +O

(
|u|α+1 + |v|α+1

K̃n (ξ, ξ)α+1

)

= − Q′n (ξ)

K̃n (ξ, ξ)
(u+ v) + o

(
1

n

)
,
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since K̃n (ξ, ξ) ≥ Cn, see [12, Theorem 2.1(b), p. 9]. It follows that we have
the limit

(4.9) lim
n→∞

Kn

(
ξ + u

K̃n(ξ,ξ)
, ξ + v

K̃n(ξ,ξ)

)
Kn (ξ, ξ)

e
− nQ′n(ξ)
K̃n(ξ,ξ)

(u+v)
= S (u− v) .

for real u, v. To extend it to complex u, v, we use Theorem 1.2 and its
extension (1.13) in [10, p. 748, p. 749]. Let us verify the hypotheses of The-
orem 1.2 there. Firstly, the measures have the correct form. Secondly the
equilibrium measures were shown to satisfy a Lipschitz condition of positive
order in [12, Theorem 3.1, p. 15], which is much more than the equiconti-
nuity required in [10]. Next, the {Q′n} satisfy a Lipschitz condition and are
uniformly bounded in compact sets, which is more than the requirements
in [10]. The requisite upper and lower bounds for the Christoffel functions
appear in [12, Theorem 2.1, p. 9]. Finally, the asymptotics for Christoffel
functions in [12, Theorem 2.2(c), p. 11] give, uniformly for a in compact
subsets of the real line,

λn
(
µn, ξ + a

n

)
λn (µn, ξ)

e−2nQn(ξ)

e−2nQn(ξ+ a
n)

=
σQn (ξ) + o (1)

σQn
(
ξ + a

n

)
+ o (1)

= 1 + o (1)

so all hypotheses of Theorem 1.2 in [10] are satisfied, so we obtain (4.9)
uniformly for u, v in compact subsets of the real line, and hence also from
(1.13), for u, v in compact subsets of the plane.
(b) The asymptotics for the Christoffel functions were established in [12,
Theorem 2.2(c), p. 11]. The estimate for σQn appears in [12, Theorem
3.1(a), p. 15].
(c) The asymptotics for the spacing of zeros were established in [12, Theo-
rem 2.2(d), p. 11].
(d) The proof is exactly the same as in Lemma 4.2. �

Proof of Theorem 2.2
This follows from Theorem 2.3 and Lemma 4.3 in exactly the same that
Theorem 2.1 followed from Theorem 2.3 and Lemma 4.2. �

Proof of Corollary 2.4
We assume the hypotheses of Theorem 2.2. The proof under the hypotheses
of Theorem 2.1 is very similar. Observe first that

µ′n

(
yjn + x

K̃n(yjn,yjn)

)
µ′n (yjn)

= exp

(
n

[
Qn (yjn)−Qn

(
yjn +

x

K̃n (yjn, yjn)

)])

= exp

(
−n Q′n (ξ)x

K̃n (yjn, yjn)

)
,(4.10)
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for some ξ between yjn, yjn + x
K̃n(yjn,yjn)

. The assumed uniform Lipschitz

condition on {Q′n} and the fact that K̃n (yjn, yjn) ≥ Cn allow us to continue
this as
(4.11)

µ′n

(
yjn + x

K̃n(yjn,yjn)

)
µ′n (yjn)

= exp

(
−n Q′n (yjn)x

K̃n (yjn, yjn)
+ o (1)

)
= exp (Ψnx) (1 + o (1)) ,

where as above,

(4.12) Ψn = − nQ′n (yjn)

K̃n (yjn, yjn)
.

Then Theorem 2.2(b) gives, uniformly for x in a compact subset of R,

(4.13)
(pnµ

′
n)
(
yjn + x

K̃n(yjn,yjn)

)
(pnµ′n) (yjn)

= cosπx+ o (1) .

Next, the differentiated form of the limit (2.4) with Qn instead of Q, gives,
also locally uniformly in x,

p′n

(
yjn + x

K̃n(yjn,yjn)

)
pn (yjn)

1

K̃n (yjn, yjn)
eΨnx +

pn

(
yjn + x

K̃n(yjn,yjn)

)
pn (yjn)

eΨnxΨn

= −π sinπx+ o (1) .

Recall that we may differentiate (2.4) because it holds uniformly in compact
subsets of C. In view of (4.10) to (4.12) above and our Lipschitz condition
on Qn, we can recast this as

1

K̃n (yjn, yjn)

(p′nµ
′
n)
(
yjn + x

K̃n(yjn,yjn)

)
pnµ′n (yjn)

+
pnµ

′′
n

(
yjn + x

K̃n(yjn,yjn)

)
pnµ′n (yjn)


= −π sinπx+ o (1) .

so that

1

πK̃n (yjn, yjn)

(pnµ
′
n)′
(
yjn + x

K̃n(yjn,yjn)

)
(pnµ′n) (yjn)

= − sinπx+ o (1) .

This and (4.13) give the result. �

5. Proof of Theorem 3.1

We begin with

Lemma 5.1
Assume the hypotheses of Theorem 3.1, and in particular,

(5.1) lim
n→∞

Kn (1 + ρnu, 1 + ρnv)

Kn (1, 1)
e−Φn(u+v) =

Ai (u, v)

Ai (0, 0)
,
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uniformly for u, v in compact subsets of C. Assume also that through the
subsequence S, uniformly for z in compact subsets of C,

(5.2) lim
n→∞,n∈S

pn (1 + ρnz)

pn (1)
eΦnz = f (z) .

Then

(5.3) f (z) =
Ai′ (z)

Ai′ (0)
+ c0

{
Ai (z)Ai′ (0)−Ai′ (z)Ai (0)

}
,

where

(5.4) c0 =
1

Ai′ (0)2 lim
n→∞,n∈S

{
ρn
p′n (1)

pn (1)
+ Φn

}
.

Proof
As in Lemma 4.1, we have for complex u, z, w,

Kn (z, w)

pn (z) pn (w)
(w − z) =

Kn (u, z)

pn (z) pn (u)
(u− z) +

Kn (w, u)

pn (u) pn (w)
(w − u) .

Replace z, w, u respectively by 1 + ρnz, 1 + ρnw, 1 + ρnu. Divide each de-
nominator by pn (1)2 and each numerator by Kn (1, 1) as well as ρn. Take
limits through the subsequence S. Observe that the first term on the left
becomes

Kn (1 + ρnz, 1 + ρnw) eΦn(z+w)

Kn (1, 1)

w − z(
pn(1+ρnz)
pn(1) eΦnz

)(
pn(1+ρnw)

pn(1) eΦnw
)

and that this has the subsequential limitAi(z,w)
Ai(0,0)

w−z
f(z)f(w) . Similar considera-

tions hold for the two terms on the right, so we obtain, if f (u) f(w)f (z) 6= 0,
that

Ai (z, w)

Ai (0, 0)

w − z
f (z) f (w)

=
Ai (u, z)

Ai (0, 0)

u− z
f (u) f (z)

+
Ai (w, u)

Ai (0, 0)

w − u
f (u) f (w)

.

Hence analytic continuation shows that for all u, z, w

f (u)Ai (z, w) (w − z) = f (w)Ai (u, z) (u− z) + f (z)Ai (w, u) (w − u) .

Next, the definition (3.2) of the Airy kernel easily gives

Ai (u)Ai (z, w) (w − z) = Ai (w)Ai (u, z) (u− z) +Ai (z)Ai (w, u) (w − u) .

Multiplying the last identity by c and subtracting gives

[f (u)− cAi (u)]Ai (z, w) (w − z)
= [f (w)− cAi (w)]Ai (u, z) (u− z) + [f (z)− cAi (z)]Ai (w, u) (w − u) .

Since (as follows from (5.2)) f (0) = 1, setting u = 0 and c = Ai (0)−1 gives

0 = − [f (w)− cAi (w)]Ai (0, z) z + [f (z)− cAi (z)]Ai (w, 0)w
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and hence as long as the denominators are non-0, we have for all complex
w, z,

f (w)− cAi (w)

Ai (w, 0)w
=
f (z)− cAi (z)

Ai (z, 0) z
.

Then both sides must be constant, so for some number d,

f (z) =
Ai (z)

Ai (0)
+ dzAi (z, 0)

=
Ai (z)

Ai (0)
+ d

{
Ai (z)Ai′ (0)−Ai′ (z)Ai (0)

}
by (3.2). Differentiating and setting z = 0, gives

f ′ (0) =
Ai′ (0)

Ai (0)
+ d

{
Ai′ (0)2 −Ai′′ (0)Ai (0)

}
=

Ai′ (0)

Ai (0)
+ dAi′ (0)2 ,

as Ai′′ (0) = 0, see (3.4). Moreover, differentiating the asymptotic relation
(5.2) as we can, gives

f ′ (z) = lim
n→∞,n∈S

{
ρn
p′n (1 + ρnz)

pn (1)
eΦnz +

pn (1 + ρnz)

pn (1)
eΦnzΦn

}
,

so

f ′ (0) = lim
n→∞,n∈S

{
ρn
p′n (1)

pn (1)
+ Φn

}
and then

d =
1

Ai′ (0)2

[
lim
S

{
ρn
p′n (1)

pn (1)
+ Φn

}
− Ai′ (0)

Ai (0)

]
.

= c0 −
1

Ai (0)Ai′ (0)
,

where c0 is given by (5.4). Then

f (z) =
Ai (z)

Ai (0)
+ c0

{
Ai (z)Ai′ (0)−Ai′ (z)Ai (0)

}
− 1

Ai (0)Ai′ (0)

{
Ai (z)Ai′ (0)−Ai′ (z)Ai (0)

}
,

which gives (5.3). �
We turn to the

Proof of Theorem 3.1
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(I)⇒(II)

log

∣∣∣∣pn (1 + ρnz)

pn (1)
eΦnz

∣∣∣∣
=

n∑
j=1

log

∣∣∣∣(1 +
ρnz

1− xjn

)∣∣∣∣+ Φn Re z

=
1

2

n∑
j=1

log

(
1 +

2ρn Re z

1− xjn
+

(ρn |z|)2

(1− xjn)2

)
+ Φn Re z

≤ Re z

ρn n∑
j=1

1

1− xjn
+ Φn

+
(ρn |z|)2

2

n∑
j=1

1

(1− xjn)2 .

Then our hypotheses (3.9) give the uniform boundedness.
(II)⇒(I)
Suppose we have the uniform boundedness (3.10). Then by normality from
every subsequence, we can choose another subsequence S such that

lim
n→∞,n∈S

pn (1 + ρnz)

pn (1)
eΦnz = f (z) ,

where f is an entire function. Then also from (3.10), with R = 1,

sup
|z|≤1
|f (z)| ≤ C1.

Because of the uniform convergence for z in compact subsets of C, the dif-
ferentiated sequence also converges, so

lim
n→∞,n∈S

∣∣∣∣ρn p′n (1)

pn (1)
+ Φn

∣∣∣∣ =
∣∣f ′ (0)

∣∣ .
By Cauchy’s inequalities for derivatives, |f ′ (0)| is bounded above indepen-
dently of the subsequence S, so

sup
n∈T

∣∣∣∣∣∣ρn
n∑
j=1

1

1− xjn
+ Φn

∣∣∣∣∣∣ <∞.
This gives the first relation in (3.9). Next, setting z = iy, we have for real
y,

C1 ≥ log

∣∣∣∣pn (1 + iρny)

pn (1)
eΦniy

∣∣∣∣ =
1

2

n∑
j=1

log

(
1 +

ρ2
ny

2

(1− xjn)2

)
.
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Let y = 1. Then also for each j,

C1 ≥ 1

2
log

(
1 +

ρ2
n

(1− xjn)2

)

⇒ e2C1 ≥ 1 +
ρ2
n

(1− xjn)2

⇒ C2 := e2C1 − 1 ≥ ρ2
n

(1− xjn)2 .

Now there exists C3 depending only on C2 such that

log (1 + t) ≥ C3t for t ∈ [0, C2] .

Then

C1 ≥ log

∣∣∣∣pn (1 + iρn)

pn (1)
eΦni

∣∣∣∣
=

1

2

n∑
j=1

log

(
1 +

ρ2
n

(1− xjn)2

)

≥ C3

2

n∑
j=1

ρ2
n

(1− xjn)2 .

So we also have the second relation in (3.9).
(II)⇒(III)
Because of the uniform boundedness, we can extract a subsequence S of T
such that

lim
n∈S

pn (1 + ρnz)

pn (1)
eΦni = f (z)

uniformly for z in compact subsets of C. Then Lemma 5.1 shows that f has
the form (5.3-5.4) and hence also (3.11-12).
(III)⇒(II)
Since d is bounded independently of the subsequence, we obtain the uniform
boundedness in (3.10). �
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