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Abstract. We show that universality limits and bounds for orthonormal poly-
nomials imply pointwise asymptotics for orthonormal polynomials at the end-
points of the interval of orthonormality. As a consequence, we show that if
µ is a regular measure supported on [−1, 1], and in a neighborhood of 1, µ is
absolutely continuous, while for some α > −1, µ′ (t) = h (t) (1− t)α, where
h (t) → 1 as t → 1−, then the corresponding orthonormal polynomials {pn}
satisfy the asymptotic

lim
n→∞

pn
(
1− z2

2n2

)
pn (1)

=
J∗α (z)

J∗α (0)

uniformly in compact subsets of the plane. Here J∗α (z) = Jα (z) /zα is the
normalized Bessel function of order α. These are by far the most general
conditions for such endpoint asymptotics.

1. Results

Let µ be a finite positive Borel measure with compact support, contianing infin-
itely many points. Then we may define orthonormal polynomials

pn (x) = γnx
n + ..., γn > 0,

n = 0, 1, 2, ... satisfying the orthonormality conditions∫
pnpmdµ = δmn.

We denote the zeros of pn by

xnn < xn−1,n < ... < x2n < x1n.

The {pn} satisfy the three term recurrence relation

xpn−1 (x) = anpn (x) + bn−pn− (x) + an−1pn−2 (x) ,

where an =
γn−1
γn

and bn ∈ R.
Asymptotics for pn as n → ∞ are a much studied subject, and have numerous

applications. The asymptotic in the interior of the support of µ, is quite different
from that at the edges, or in the exterior. In this paper, we focus on asymptotics
at the edges.
The best known such asymptotic is the Mehler-Heine formula for classical Jacobi

polynomials
{
P
(α,β)
n

}
, which are orthogonal with respect to the Jacobi weight

(1.1) w(α,β) (x) = (1− x)
α

(1 + x)
β , x ∈ (−1, 1) ,
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and are normalized by

P (α,β)n (1) =

(
n+ α

n

)
.

It has the form [10, p. 192]

lim
n→∞

n−αP (α,β)n

(
1− z2

2n2

)
= 2αJ∗α (z) ,

uniformly for z in compact subsets of the plane. Here, Jα is the usual Bessel
function of the first kind and order α,

(1.2) Jα (z) =

∞∑
n=0

(−1)
n

(z/2)
2n+α

n!Γ (α+ n+ 1)
,

and J∗α is the normalized Bessel function

(1.3) J∗α (z) = Jα (z) /zα = 2−α
∞∑
n=0

(−1)
n

(z/2)
2n

n!Γ (α+ n+ 1)
.

For the orthonormal Jacobi polynomials
{
p
(α,β)
n

}
, this may be put into the form

[1, p. 36]

lim
n→∞

n−(α+ 1
2 )p(α,β)n

(
1− z2

2n2

)
= J∗α (z) .

Beyond these and results obtained from the Riemann-Hilbert method, there is not as
much known as inside the support (at the endpoints, approximation by Bernstein-
Szegő weights does not work, because of the square root factor

√
1− t2 in such

weights).
There is one beautiful general result, due to S. Aptekarev, whose hypotheses

involve the recurrence relation. Recall that the Nevai-Blumenthal class M is the
set of measures for which

lim
n→∞

an =
1

2
and lim

n→∞
bn = 0.

In particular, Rakhmanov’s theorem asserts that this is true when µ is supported
on [−1, 1] and µ′ > 0 a.e. on [−1, 1].

Theorem A [1]
Let µ be a measure of class M. Assume that for some α > 0, we have as n→∞,

pn+1 (1)

pn (1)
= 1 +

α+ 1
2

n
+ o

(
1

n

)
.

Then uniformly in compact subsets of the plane

lim
n→∞

n−(α+ 1
2 )pn

(
1− z2

2n2

)
= J∗α (z) .

One of the two main results of this paper is the following, which requires the
concept of a regular measure. We say that µ is regular (in the sense of Ullmann,
Stahl and Totik) [9], if

lim
n→∞

γ1/nn =
1

cap (supp [µ])
,

where cap denotes logarithmic capacity, and supp[µ] denotes the support of µ. In
particular, if the support of µ consists of fintely many intervals, and µ′ > 0 a.e. in
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the support, then µ is regular.

Theorem 1.1
Let µ be a finite positive Borel measure on (−1, 1) that is regular. Assume that for
some ρ > 0, µ is absolutely continuous in J = [1− ρ, 1], and in J , its absolutely
continuous component has the form w = hw(α,0), where α > −1 and

(1.4) lim
t→1−

h (t) = 1.

Then uniformly for z in compact subsets of C, we have

(1.5) lim
n→∞

pn

(
1− z2

2n2

)
pn (1)

=
J∗α (z)

J∗α (0)
.

At first this result is surprising, perhaps even suspicious, since one normally
expects pointwise asymptotics of orthonormal polynomials to be associated with
weights in the Szegő class, with additional conditions. The class of regular weights
is far larger than the Szegő class, or even the Nevai-Blumenthal classM. However,
on reflection asymptotics at the endpoints are closer to exterior asymptotics, and
moreover, we are dividing by pn (1), which allows for more generality.

Corollary 1.2
Under the hypotheses of Theorem 1.1,

lim
n→∞

1

n2

n∑
j=1

1

1− xjn
=

1

2α+ 2
.

Theorem 1.1 is deduced from a result of the author on universality limits in
random matrices. The latter involve the reproducing kernel

Kn (x, y) =

n−1∑
k=0

pk (x) pk (y)

and its normalized cousin

K̃n (x, y) = µ′ (x)
1/2

µ′ (y)
1/2

Kn (x, y) .

On the set of linear Lebesgue measure where µ′ (x) does not exist, we set µ′ (x) = 0.
We also define the Christoffel function

λn (x) = 1/Kn (x, x) .

There are different universality limits inside the support of µ (the "bulk" of
the spectrum) and at the edges of the support. Kuijlaars and Vanlessen [3] used
the Deift-Zhou Riemann-Hilbert method to establish universality limits for Jacobi
type weights both inside the support and at the endpoints. Let µ be absolutely
continuous, and µ have the form

dµ (x) = h (x)w(a,β) (x) dx = h (x) (1− x)
α

(1 + x)
β
dx,

where h is positive and analytic in [−1, 1]. At the endpoint 1, they showed that
uniformly for a, b in bounded subsets of (0,∞) , as n → ∞, the limit involves the
Bessel kernel of order α:

1

2n2
K̃n

(
1− a

2n2
, 1− b

2n2

)
= Jα (a, b) +O

(
aα/2bα/2

n

)
.
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Here if u 6= v,

(1.6) Jα (u, v) =
Jα (
√
u)
√
vJ ′α (

√
v)− Jα (

√
v)
√
uJ ′α (

√
u)

2 (u− v)
,

while

(1.7) Jα (u, u) =
1

4

{
J2α
(√
u
)
− Jα+1

(√
u
)
Jα−1

(√
u
)}
.

We shall also need the normalized Bessel kernel

(1.8) J∗α (z, v) = Jα (z, v) /
{
zα/2vα/2

}
.

In [4], we used a comparison method to prove endpoint universality:

Theorem B [4]
Let µ be a finite positive Borel measure on (−1, 1) that is regular. Assume that for
some ρ > 0, µ is absolutely continuous in J = [1− ρ, 1], and in J , its absolutely
continuous component has the form w = hw(α,β), where α, β > −1. Assume that

(1.9) lim
t→1−

h (t) = 1.

Then uniformly for a, b in compact subsets of (0,∞), we have

(1.10) lim
n→∞

1

2n2
K̃n

(
1− a

2n2
, 1− b

2n2

)
= Jα (a, b) .

If α ≥ 0, we may allow compact subsets of [0,∞).
In a subsequent paper, we treated more general measures, using a normality

method, and proved equivalence of universality on the diagonal and in general:

Theorem C [5]
Let µ have compact support, and that for some ε0 > 0, the interval (1, 1 + ε0)
lies outside the support. Assume that for some ρ > 0, µ is absolutely continu-
ous in J = [1− ρ, 1], and in J , its absolutely continuous component has the form
w = hw(α,0), where α > −1 and (1.6) holds. The following are equivalent:
(I) For each real a

(1.11) lim
n→∞

Kn

(
1− a2ηn, 1− a2ηn

)
Kn (1, 1)

=
J∗α
(
a2, a2

)
J∗α (0, 0)

.

(II) Uniformly for a, b in compact subsets of the complex plane,

(1.12) lim
n→∞

Kn

(
1− a2ηn, 1− b2ηn

)
Kn (1, 1)

=
J∗α
(
a2, b2

)
J∗α (0, 0)

,

where

(1.13) ηn =

(
J∗α (0, 0)

Kn (1, 1)

)1/(α+1)
.

Note that for Jacobi weights w(α,β),(
J∗α (0, 0)

Kn (1, 1)

)1/(α+1)
=

1

2n2
(1 + o (1)) .
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One way to establish these universality limits is to apply asymptotics for orthonor-
mal polynomials at endpoints of the interval of orthogonality. Indeed, the Riemann-
Hilbert methods yield that and much more. The possibility of a partial converse,
namely of establishing asymptotics for orthonormal polynomial from universality
limits, seems much more remote, especially at the endpoints of the interval of or-
thogonality. In this paper, we show that it is achievable.
Theorem 1.1 is a consequence of a more general result for sequences of measures.

Its formulation requires more notation. For n ≥ 1, let µn be a measure with support
on the real line. Kn (µn, x, y) will denote the nth reproducing kernel for µn, while
pn (µn, z) denotes the orthonormal polynomial of degree n for µn. We denote the
zeros of pn (µn, z) by

−∞ < xnn,n < xn−1,n,n < ... < x1n,n <∞.

Theorem 1.3
Let a ∈ (−∞, 1). For n ≥ 1, let µn be a positive measure with support in [a, 1] and
infinitely many points in its support. Assume that uniformly for z, w in compact
subsets of C, we have

(1.14) lim
n→∞

Kn

(
1− z2

2n2 , 1−
w2

2n2

)
Kn (1, 1)

=
J∗α
(
z2, w2

)
J∗α (0, 0)

.

Then the following are equivalent:
(I)

(1.15) sup
n≥1

1

n2

n∑
j=1

1

1− xjn,n
<∞.

(II)

(1.16) sup
n≥1

1

n2
p′n (µn, 1)

pn (µn, 1)
<∞.

(III) For each R > 0,

(1.17) sup
n≥1

sup
|z|≤R

∣∣pn (µn, 1 + z
n2

)∣∣
pn (µn, 1)

<∞.

(IV) Uniformly for z in compact subsets of C, we have

(1.18) lim
n→∞

pn

(
µn, 1− z2

2n2

)
pn (µn, 1)

=
J∗α (z)

J∗α (0)
.

An obvious question is whether we can replace pn (1) in (1.11) by some multiple
of nα+

1
2 . We prove the following as a small step. [x] denotes the greatest integer

≤ x.

Theorem 1.4
Assume that µ is a measure satisfying the hypotheses of Theorem 1.1. Assume also
that µ lies in the Nevai-Blumenthal class. Let

(1.19) dn =

∣∣∣∣pn (1)

nα+
1
2

− 1

2α/2Γ (α+ 1)

∣∣∣∣ .
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Then

(1.20) lim
r→1−

(
lim sup
n→∞

(
inf

[nr]≤j≤n
dj

))
= 0.

In particular,

(1.21) lim inf
n→∞

dn = 0.

We note that when there exists n0 such that an ≤ 1
2 and bn ≤ 0 for n ≥ n0; or

an ≥ 1
2 and bn ≥ 0 for n ≥ n0, then one can show that there exists n2 such that

{pn (1)}n≥n2 is either increasing or decreasing, and consequently

lim
n→∞

dn = 0.

This paper is organised as follows. In the next section, we prove Theorem 1.3.
In Section 3, we deduce Theorem 1.1 and Corollary 1.2. In Section 4, we prove
Theorem 1.4. In the sequel C,C1, C2, ... denote constants independent of n, x, ...
. The same symbol does not necessarily denote the same constant in different
occurences.

2. Proof of Theorem 1.3

We begin with some more notation. For a given α, we denote the positive zeros
of Jα (and hence of J∗α) by

0 < jα,1 < jα,2 < jα,3 < ...

The zeros are all simple, so also

J∗′α (ja,k) 6= 0, k ≥ 1.

We denote the leading coeffi cient of pn (µn, z) by γn (µn). Throughout this section,
we assume the hypotheses of Theorem 1.3, and in particular, the universality limit
(1.12). The main ideas are contained in the following lemma:

Lemma 2.1
Assume that S is an infinite subsequence of integers such that uniformly for z in
compact subsets of C,

(2.1) lim
S

pn

(
1− z2

2n2

)
pn (1)

= f (z) .

(a) Assume u, z, w ∈ C. Then
J∗α
(
z2, w2

) (
z2 − w2

)
f (u) = J∗α

(
u2, z2

) (
z2 − u2

)
f (w)+J∗α

(
w2, u2

) (
u2 − w2

)
f (z) .

(2.2)

(b) Either f (jα,k) = 0 for all k, or f (jα,k) 6= 0 for all k and for all k, `

(2.3)
f (jα,k)

f (jα,`)
=
jα,kJ

∗′
α (jα,k)

jα,`J∗′α (jα,`)
.

(c) Let

G (w, u) =
f (w)

f (u)
− J∗α (w)

J∗α (u)
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provided f (u) J∗α (u) 6= 0. Then for u, z, w ∈ C with f (u) J∗α (u) f (z) J∗α (z) 6= 0,

(2.4) 0 = J∗α
(
u2, z2

) (
z2 − u2

)
G (w, u) + J∗α

(
w2, u2

) (
u2 − w2

)
G (z, u) .

(d) If f (jα,k) 6= 0 for all k, then for all k, `

(2.5)
f (jα,k)

f (jα,`)
=
J∗′α (jα,k)

J∗′α (jα,`)
.

(e)

(2.6) f (z) =
J∗α (z)

J∗α (0)
.

Proof
(a) Now

pn−1
pn

(z)− pn−1
pn

(w) =

[
pn−1
pn

(z)− pn−1
pn

(u)

]
+

[
pn−1
pn

(u)− pn−1
pn

(w)

]
.

We multiply by
γn−1(µn)

γn(µn)
and deduce from the Christoffel-Darboux formula that

Kn (z, w)

pn (z) pn (w)
(w − z) =

Kn (u, z)

pn (z) pn (u)
(u− z) +

Kn (w, u)

pn (u) pn (w)
(w − u) .

Now we replace u, z, w respectively by 1− u2

2n2 , 1−
z2

2n2 , 1−
w2

2n2 . Then divide each
numerator by Kn (1, 1) and each denominator by (pn (1))

2 and then take limits as
n→∞ through S. Assuming f (z) f (u) f (w) 6= 0, we obtain from (1.12) and (2.1),

J∗α
(
z2, w2

) (
z2 − w2

)
f (z) f (w)

=
J∗α
(
u2, z2

) (
z2 − u2

)
f (z) f (u)

+
J∗α
(
w2, u2

) (
u2 − w2

)
f (u) f (w)

.

Multiplying by f (u) f (z) f (w) gives (2.2) when these do not vanish. Analytic
continuation gives the result even when they do.
(b) In (2.2), set z = jα,k and w = jα,` where k, ` are different. The left-hand side
vanishes, and we obtain

0 = J∗α
(
u2, j2α,k

) (
j2a,k − u2

)
f (jα,`) + J∗α

(
j2α,`, u

2
) (
u2 − j2α,`

)
f (jα,k) .

The definition of J∗α gives for u 6= jα,k, jα,`,

0 = −{J∗α (u) jα,kJ
∗′
α (jα,k)} f (jα,`) + {J∗α (u) jα,`J

∗′
α (jα,`)} f (jα,k)

so choosing u such that J∗α (u) 6= 0, and assuming that f (jα,`) 6= 0, we obtain

jα,kJ
∗′
α (jα,k)

jα,`J∗′α (jα,`)
=
f (jα,k)

f (jα,`)
.

If some f (jα,`) = 0 then this also gives f (jα,k) = 0 for all k.
(c) Dividing by f (u) in (a),

J∗α
(
z2, w2

) (
z2 − w2

)
= J∗α

(
u2, z2

) (
z2 − u2

)
G (w, u) + J∗α

(
w2, u2

) (
u2 − w2

)
G (z, u)

+J∗α
(
u2, z2

) (
z2 − u2

) J∗α (w)

J∗α (u)
+ J∗α

(
w2, u2

) (
u2 − w2

) J∗α (z)

J∗α (u)
.

(2.7)
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Here

J∗α
(
u2, z2

) (
z2 − u2

) J∗α (w)

J∗α (u)
+ J∗α

(
w2, u2

) (
u2 − w2

) J∗α (z)

J∗α (u)

=
1

2J∗α (u)
{[J∗α (z)uJ∗′α (u)− J∗α (u) zJ∗′α (z)] J∗α (w) + [J∗α (u)wJ∗′α (w)− J∗α (w)uJ∗′α (u)] J∗α (z)}

=
1

2
{−zJ∗′α (z) J∗α (w) + wJ∗′α (w) J∗α (z)} = J∗α

(
z2, w2

) (
z2 − w2

)
.

Thus after cancellation in (2.7), we obtain (2.4).
(d) We let u = jα,k and z = jα,` in the identity in (c) and use l’Hospital’s rule
to define G (jα,k, jα,`), recall J∗α has only simple zeros. Assuming that no jα,k is a
zero of f , we obtain for all w,

J∗α
(
w2, j2α,k

) (
j2α,k − w2

)
G (jα,k, jα,`) = 0.

Assume that we choose w 6= jα,k such that J∗α
(
w2, j2α,k

)
6= 0. We then obtain

G (jα,k, jα,`) = 0, so

f (jα,k)

f (jα,`)
=
J∗′α (jα,k)

J∗′α (jα,`)
.

(e) Using (b), this gives,
jα,k
jα,`

= 1

for all k, `, a contradiction. It follows that f must vanish at all jα,k. Next, set
w = jα,k and u = 0 in (2.2). Since f (0) = 1, this gives

J∗α
(
z2, j2α,k

) (
z2 − j2α,k

)
= J∗α

(
j2α,k, 0

) (
−j2α,k

)
f (z)

so

{J∗α (z) jα,kJ
∗′
α (jα,k)} = {J∗α (0) jα,kJ

∗′
α (jα,k)} f (z)

so

f (z) =
J∗α (z)

J∗α (0)
.

�
We note that taking scaling limits in the usual form of the Christoffel-Darboux

formula does not yield (2.6) - one obtains an extra factor of n, which is cancelled
out in taking the difference.

Proof of Theorem 1.3
We start with
(III)⇒(IV)
The normality assumed in (III) ensures that from every subsequence of integers,
we can choose another subsequence S for which (2.1) holds. From Lemma 2.1, we
have the limit (2.6). Since the limit is independent of the subsequence, we obtain
the limit for the full sequence of positive integers.
(IV)⇒(III)
The limit (1.16) implies the uniform boundedness in (1.15).
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(I)⇒(III)
For |z| ≤ R,

log

∣∣pn (1 + z
n2

)∣∣
pn (1)

=

n∑
j=1

log

∣∣∣∣1 +
z

n2 (1− xjn,n)

∣∣∣∣
≤

n∑
j=1

log

(
1 +

|z|
n2 (1− xjn,n)

)

≤ R

n2

n∑
j=1

1

1− xjn,n
.

Then (1.13) implies the uniform boundedness in (1.15). Of course, we are also using
that all zeros lie in (a, 1).
(III)⇒(II)
The uniform boundedness in compact subsets of {fn}, where

fn (z) =
pn
(
1 + z

n2

)
pn (1)

also implies the uniform boundedness in compact subsets of {f ′n}. In particular,
then

sup
n
|f ′n (0)| <∞,

that is

sup
n

1

n2

∣∣∣∣p′n (1)

pn (1)

∣∣∣∣ <∞.
(II)⇒(I)
We use the identity

p′n (1)

pn (1)
=

n∑
j=1

1

1− xjn,n
so (1.13) follows from (1.14). �

3. Proof of Theorem 1.1 and Corollary 1.2

In the next two lemmas, we assume the hypotheses of Theorem 1.1. We begin
by recalling Christoffel function limits and estimates:

Lemma 3.1
(a) Let R > 0. Uniformly for a ∈ [0, R],

(3.1) lim
n→∞

λn

(
1− a

2n2

)
n2α+2 = 2α+1J∗α (a, a) .

(b) There exists η′ > 0 and C > 0 such that for n ≥ 1 and x ∈ [1− η′, 1],

λn (x) ≥ C

n

(
1− x+

1

n2

)α+ 1
2

.

Proof
(a) From Theorem A,

lim
n→∞

(
1

2n2

)1+α
Kn

(
1− a

2n2
, 1− a

2n2

)
= J∗α (a, a) ,
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which is equivalent to the stated result.
(b) Choose η1 such that

µ′ (x) ≥ 1

2
(1− x)

α
, x ∈ [1− η1, 1] .

Define the measure ν on [1− η1, 1] by

ν′ (x) = (1− x)
α
, x ∈ [1− η1, 1] .

This is a Jacobi weight after translation of the interval and multiplication by a
constant. Using estimates of the Christoffel functions of Jacobi weights [7, p. 94,
108], and translating the interval, we obtain for any 0 < η′ < η1,

λn (x) ≥ λn (ν, x) ≥ C

n

(
1− x+

1

n2

)α+ 1
2

, x ∈ [1− η′, 1].

�

Lemma 3.2
There exists ε > 0 such that for n ≥ 1 and polynomials P of degree ≤ n− 1,

(3.2)
∫ 1

1−εn−2
P 2 (x) dµ (x) ≤ 1

2

∫ 1

a

P 2 (x) dµ (x)

Proof
Using the variational property of Christoffel functions, namely

P 2 (x) ≤ λ−1n (x)

∫ 1

a

P 2 (x) dµ (x) ,

and the form of our measure in [1− η, 1], we have for large enough n,∫ 1

1−εn−2
P 2 (x) dµ (x) ≤

(∫ 1

1−εn−2
λ−1n (x)h (x) (1− x)

α
dx

)∫ 1

a

P 2 (x) dµ (x)

≤ Cn

(∫ 1

1−εn−2
(1− x)

− 1
2 dx

)∫ 1

a

P 2 (x) dµ (x)

≤ Cε
1
2

∫ 1

a

P 2 (x) dµ (x) ,

by Lemma 3.1, where C is independent of ε. Choosing ε small enough gives the
result. �

Proof of Theorem 1.1
Theorem A and (1.6) give for a, b ∈ (0,∞) ,

lim
n→∞

1

(2n2)
1+αKn

(
1− a2

2n2
, 1− b2

2n2

)
= J∗α (a, b) .

Next, using Lemma 3.1(a),

ηn =

(
J∗α (0, 0)

Kn (1, 1)

)1/(α+1)
=

1

2n2
(1 + o (1))

so the uniform convergence in Theorem B gives

lim
n→∞

Kn

(
1− a2

2n2 , 1−
b2

2n2

)
Kn (1, 1)

=
J∗α
(
a2, b2

)
J∗α (0, 0)

,
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uniformly for a, b in compact subsets of C. The result follows from Theorem 1.3 if
we can show that

(3.3) sup
n

1

n2

n∑
j=1

1

1− xjn
<∞.

First we use the extremal property of the largest zero, which implies that

1− x1n = inf
deg(P )≤n−1

∫ 1
a

(1− x)P 2 (x) dµ (x)∫ 1
a
P 2 (x) dµ (x)

.

By Lemma 3.2, for such polynomials P,∫ 1

a

P 2 (x) dµ (x) =

(∫ 1−εn−2

a

+

∫ 1

1−εn−2

)
P 2 (x) dµ (x)

≤
∫ 1−εn−2

a

P 2 (x) dµ (x) +
1

2

∫ 1

a

P 2 (x) dµ (x)

so ∫ 1

a

P 2 (x) dµ (x) ≤ 2

∫ 1−εn−2

a

P 2 (x) dµ (x) .

Hence

(3.4) 1− x1n ≥ inf
deg(P )≤n−1

∫ 1−εn−2
a

(1− x)P 2 (x) dµ (x)

2
∫ 1−εn−2
a

P 2 (x) dµ (x)
=
εn−2

2
.

One can use a similar variational argument for other zeros, but we instead use the
Markov-Stieltjes inequalities [2, p. 33] in the form

λn (xjn) ≤
∫ xj−1,n

xj+1,n

dµ (t) .

If xjn ∈ J , this gives

λn (xjn) ≤
∫ xj−1,n

xj+1,n

dµ (t) ≤ (xj−1,n − xj+1,n) sup
[xj+1,n,xj−1,n]

µ′ (t)

≤ C (xj−1,n − xj+1,n) sup
t∈[xj+1,n,xj−1,n]

(1− t)α .(3.5)

By Lemma 3.1(b),

λn (xjn) ≥ C

n
(1− xjn)

α+ 1
2 , xjn ∈ [1− η′, 1] .

Then

xj−1,n − xj+1,n ≥
C

n
(1− xjn)

1
2 inf
t∈[xj+1,n,xj−1,n]

(
1− xjn

1− t

)α
.

If first for t ∈ [xj+1,n, xj−1,n] ,

(3.6) 2 ≥ 1− xjn
1− t ≥

1

2
,

then

(3.7) xj−1,n − xj+1,n ≥
C

n2|α|
(1− xjn)

1
2 ≥ C

n
max

t∈[xj+1,n,xj−1,n]
(1− t)1/2
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and

1

1− xjn
≤ C

maxt∈[xj+1,n,xj−1,n] (1− t)

≤ Cn (xj−1,n − xj+1,n)

maxt∈[xj+1,n,xj−1,n] (1− t)
3/2
≤ Cn

∫ xj−1,n

xj+1,n

dt

(1− t)3/2
.(3.8)

If (3.6) fails, then either

1− xjn
1− xj−1,n

> 2 or
1− xjn

1− xj+1,n
<

1

2
.

In the first case,

xj−1,n − xjn = (1− xjn)− (1− xj−1,n)

≥ (1− xjn)− 1

2
(1− xjn)

=
1

2
(1− xjn) ≥ C

n
(1− xjn)

1/2
,

in view of (3.3). Then

(3.9)
1

1− xjn
≤ Cn (xj−1,n − xjn)

(1− xjn)
3/2

≤ Cn
∫ xj−1,n

xjn

dt

(1− t)3/2
.

In the second case,

xjn − xj+1,n = (1− xj+1,n)− (1− xjn)

≥ 1

2
(1− xj+1,n) ≥ 1

2
(1− xjn) ,

so

1

1− xjn
≤ C

(1− xjn)
1/2

∫ xjn

xjn− 1
2 (1−xjn)

1

(1− t)3/2
dt

≤ Cn

∫ xjn

xj+1,n

1

(1− t)3/2
dt.(3.10)

Considering all the above cases, and adding over j with xjn ∈ [1− η′, 1], gives∑
j≥2,xjn∈[1−η′,1]

1

1− xjn

≤ Cn

∫ x1n

1−η

1

(1− t)3/2
dt

≤ Cn (1− x1n)
−1/2 ≤ Cn2.(3.11)

Next, ∑
j≥2,xjn≤1−η′

1

1− xjn
≤ n/η′.

Together with (3.4) and (3.10), this gives (3.3). �

Proof of Corollary 1.2
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Because of the uniform convergence, we can differentiate the asymptotic (1.11):
uniformly for z in compact subsets of C,

lim
n→∞

zp′n

(
1− z2

2n2

)
n2pn (1)

= −J
∗′
α (z)

J∗α (0)
,

so dividing by z, and recalling that J∗′α (0) = 0,

lim
n→∞

p′n (1)

n2pn (1)
= −J

∗′′
α (0)

J∗α (0)
=

Γ (α+ 1)

2Γ (α+ 2)
=

1

2α+ 2
,

which gives the result. �

4. Proof of Theorem 1.4

I could not find the following result, though am sure it is well known:

Lemma 4.1
Assume that µ is supported on [−1, 1] and lies in M. Then

lim
n→∞

pn−1 (1)

pn (1)
= 1.

Proof
We first note that pn−1(x)

pn(x)
is decreasing in (1,∞). Indeed this follows from the

following identity, a consequence of the Lagrange interpolation formula and the
confluent form of the Christoffel-Darboux formula:

pn−1 (x)

pn (x)
=
γn−1
γn

n∑
j=1

λn (xjn) p2n−1 (xjn)

x− xjn
.

Let ϕ (x) = x+
√
x2 − 1, x ∈ (1,∞). It is known [7, p. 33] that for x ∈ (1,∞) ,

lim
n→∞

pn−1 (x)

pn (x)
= ϕ (x)

−1
.

Then for ε > 0,

lim inf
n→∞

pn−1 (1)

pn (1)
≥ lim inf

n→∞

pn−1 (1 + ε)

pn (1 + ε)
= ϕ (1 + ε)

−1
.

Letting ε→ 0+, gives

lim inf
n→∞

pn−1 (1)

pn (1)
≥ 1.

Next, let

τ := lim sup
n→∞

pn−1 (1)

pn (1)
.

We use the recurrence relation in the form

pn (1) (1− bn) = anpn+1 (1) + an−1pn−1 (1)

so since an → 1
2 and bn → 0 as n→∞,

1 + o (1) =

(
1

2
+ o (1)

)
pn+1 (1)

pn (1)
+

(
1

2
+ o (1)

)
pn−1 (1)

pn (1)

≥
(

1

2
+ o (1)

)
(τ + o (1))

−1
+

(
1

2
+ o (1)

)
pn−1 (1)

pn (1)
.
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Letting n→∞ through an appropriate sequence of integers gives

1 ≥ 1

2

(
τ−1 + τ

)
⇒ τ = 1.

Thus

1 = lim sup
n→∞

pn−1 (1)

pn (1)
≥ lim inf

n→∞

pn−1 (1)

pn (1)
≥ 1.

�

Proof of Theorem 1.4
Fix r ∈ (0, 1). Let

A = (2α+ 2) 21+αJ∗α (0, 0) =
1

2αΓ (α+ 1)
2 ,

see [5, p. 4, (1.10)] and

ck =

(
pk (1)

kα+
1
2

)
1√
A
, k ≥ 1.

We use the confluent Christoffel-Darboux formula in the form

p′k (1)

pk (1)
−
p′k−1 (1)

pk−1 (1)
=

(
γk−1
γk

)−1
Kk (1, 1)

pk (1) pk−1 (1)
.

Then adding for k = [nr],[nr] + 1, ..., n, gives

p′n (1)

pn (1)
−
p′[nr] (1)

p[nr] (1)
=

n∑
k=[nr]+1

(
γk−1
γk

)−1
Kk (1, 1)

pk (1) pk−1 (1)
.

Applying Corollary 1.2, the previous lemma, our asymptotic for Christoffel func-
tions at 1, and the fact that µ lies inM, gives

n2

2α+ 2

(
1− r2

)
(1 + o (1)) =

n∑
k=[nr]+1

22+αJ∗α (0, 0) k2+2α

p2k (1) (1 + o (1))

so that

(4.1)
1− r2

2
(1 + o (1)) =

1

n

n∑
k=[nr]+1

1

c2k

k

n
.

Next, we use

Kn+1 (1, 1)−K[nr] (1, 1) =

n∑
k=[nr]+1

p2k (1)

and our asymptotics to obtain

21+αJ∗α (0, 0)n2+2α
(
1− r2+2α

)
(1 + o (1)) =

n∑
k=[nr]+1

p2k (1)

⇒ 1− r2+2α
2 + 2α

(1 + o (1)) =
1

n

n∑
k=[nr]+1

c2k

(
k

n

)2α+1
.
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This and (4.1) give

1

n (1− r)

n∑
k=[nr]+1

(
1

ck

(
k

n

)1/2
− ck

(
k

n

)α+ 1
2

)2

=
1

n (1− r)

n∑
k=[nr]+1

1

c2k

k

n
+

1

n (1− r)

n∑
k=[nr]+1

c2k

(
k

n

)2α+1
− 2

n (1− r)

n∑
k=[nr]+1

(
k

n

)α+1

=
1 + r

2
(1 + o (1)) +

1− r2+2α
1− r

(
1 + o (1)

2 + 2α

)
− 2

1− r

∫ 1

r

xα+1dx (1 + o (1))

=
1 + r

2
(1 + o (1)) +

1− r2+2α
1− r

(
1 + o (1)

2 + 2α

)
− 2

1− rα+2
1− r

(
1 + o (1)

2 + α

)
so

lim
r→1−

lim sup
n→∞

1

n (1− r)

n∑
k=[nr]+1

(
1

ck

(
k

n

)1/2
− ck

(
k

n

)α+ 1
2

)2 = 0.

Then also

lim
r→1−

lim sup
n→∞

 inf
[nr]+1≤k≤n

(
1

ck

(
k

n

)1/2
− ck

(
k

n

)α+ 1
2

)2 = 0.

Since r ≤ k
n ≤ 1 for [nr] + 1 ≤ k ≤ n, and r is close to 1, we also obtain

lim
r→1−

(
lim sup
n→∞

(
inf

[nr]+1≤k≤n

(
1

ck
− ck

)2))
= 0.

Using the inequality(
1

x
− x
)2

= (1− x)
2

(
1 + x

x

)2
≥ (1− x)

2
,

we deduce

lim
r→1−

(
lim sup
n→∞

(
inf

[nr]+1≤k≤n
(1− ck)

2

))
= 0.

This is equivalent to the conclusion of Theorem 1.4. The assertion (1.19) about lim
inf’s also follows. �

Remark
The circle of ideas of this paper are also useful inside the support of the measure
[6].
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