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Abstract. Let 1 � p � 1 and W : R ! (0;1) be continuous. Does
W admit a Jackson Theorem in Lp? That is, does there exist a sequence
f�ng

1
n=1 of positive numbers with limit 0 such that

inf
deg(P )�n

k (f � P )W kLp(R)� �n k f
0W kLp(R)

for all absolutely continuous f with k f 0W kLp(R) �nite? We show that
such a theorem is true i¤

lim
x!1

W�1
Lq [0;x]

kWkLp[x;1) = 0;

where q is the conjugate parameter of p. In an earlier paper, we consid-
ered weights admitting a Jackson theorem for all 1 � p � 1:
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1. Introduction

Let W : R ! (0;1). Bernstein�s approximation problem addresses the
following question: when are the polynomials dense in the weighted space
generated by W? That is, when is it true that for every continuous f : R!
R with

lim
jxj!1

(fW ) (x) = 0;

there exist a sequence of polynomials fPng1n=1 with
lim
n!1

k (f � Pn)W kL1(R)= 0?

This problem was resolved independently by Pollard, Mergelyan and Achieser
in the 1950�s [6]. If W � 1; is even, and ln 1=W (ex) is even and convex,
a necessary and su¢ cient condition for density of the polynomials is [6, p.
170] Z 1

0

ln 1=W (x)

1 + x2
dx =1:

In particular, for W� (x) = exp (� jxj�) ;the polynomials are dense i¤ � � 1.
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In the 1950�s the search began for a quantitative form of Bernstein�s
Theorem. One obvious question is whether there are weighted analogues of
classical theorems of Jackson and Bernstein, namely

inf
deg(P )�n

k f � P kL1[�1;1]�
C

n
k f 0 kL1[�1;1];

with C independent of f and n, and the inf being over (algebraic) polyno-
mials of degree at most n. For the weights W�, where � > 1, it is known
that if 1 � p � 1;

(1) inf
deg(P )�n

k (f � P )W� kLp(R)� Cn�1+
1
� k f 0W kLp(R);

with C independent of f and n [5, p. 185, (11.3.5)] [11, p. 81, (4.1.5a)].
This inequality is also often formulated in Jackson-Favard form,

inf
deg(P )�n

k (f � P )W� kLp(R)� Cn�1+
1
� inf
deg(P )�n�1

k
�
f 0 � P

�
W� kLp(R) :

More general Jackson type theorems involving weighted moduli of continuity
for various classes of weights were proved in [4], [5], [11].
In a recent paper [10], the author showed that the weightW1 does not ad-

mit a Jackson estimate like (1), even though the polynomials are dense in the
weighted space generated byW1. The author also characterized weights that
admit Jackson theorems in Lp for all 1 � p � 1. The main result there was:

Theorem 1.1
Let W : R! (0;1) be continuous. The following are equivalent:
(a) There exists a sequence f�ng1n=1 of positive numbers with limit 0 and
with the following property. For each 1 � p � 1, and for all absolutely
continuous f with k f 0W kLp(R) �nite, we have
(2) inf

deg(P )�n
k (f � P )W kLp(R)� �n k f 0W kLp(R); n � 1:

(b) Both

(3) lim
x!1

W (x)

Z x

0
W�1 = 0

and

(4) lim
x!1

W (x)�1
Z 1

x
W = 0

with analogous limits as x! �1.

As a corollary it was shown that if W = e�Q, where Q0 exists for large jxj,
then there is a Jackson theorem in Lp for all 1 � p � 1, when �Q0 (x)!1
as x ! �1 and there is no Jackson theorem if Q0 (x) is bounded for large
jxj.
In this paper, we focus on just a single Lp space and ask which weights

admit Jackson theorems in that space. We prove:
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Theorem 1.2
Let W : R ! (0;1) be continuous. Let 1 � p � 1 and 1

p +
1
q = 1. The

following are equivalent:
(a) There exists a sequence f�ng1n=1 of positive numbers with limit 0 such
that for all absolutely continuous f with k f 0W kLp(R) �nite, we have

(5) inf
deg(P )�n

k (f � P )W kLp(R)� �n k f 0W kLp(R); n � 1:

(b)

(6) lim
x!1

kWkLp[x;1]
W�1

Lq [0;x]
= 0;

with an analogous limit as x! �1.

Remarks
(a) Thus there is a Jackson type theorem in a speci�c Lp space i¤ (6) holds.
In fact, we shall show in Section 3 that (6) is necessary and su¢ cient for
the existence of a decreasing function � : (0;1) ! (0;1) with limit 0 at
1, such that f 0W

Lp[a;1) � � (a) kfWkLp[0;1)
for all absolutely continuous f with f (0) = 0. This is a "shifting" weighted
Hardy inequality.
(b) Theorem 1.2 actually implies Theorem 1.1. For the condition (6) for
p = 1 is equivalent to (4) and for p = 1 is equivalent to (3). Interpolation
then gives (2) for 1 < p <1. Of course, Theorem 1.1 does not imply The-
orem 1.2.
(b) It was shown in [10] that there is a weight W admitting an L1 Jackson
theorem, but not an L1 one (and conversely). Here we show:

Theorem 1.3
Let 1 � p; r � 1 with p 6= r. There exists W : R! (0;1) such that

1

1 + x2
�W (x) = exp

�
�x2

�
� 1 + x2; x 2 R,

and W admits an Lr Jackson theorem , but not an Lp Jackson theorem.
That is, there exist f�ng1n=1 with limit 0 at 1 satisfying (5) in the Lr norm,
but there does not exist such a sequence satisfying (5) in the Lp norm.
Theorem 1.3 shows that not only rate of decay, but also regularity, of W

is necessary for a Jackson theorem. After all, the Hermite weight exp
�
�x2

�
admits a Jackson theorem in Lp for all 1 � p � 1, but W is close to W2,
yet admits a Jackson theorem in Lr but not Lp.
This paper is organised as follows: we prove restricted range inequalities

in the next section, and an estimate for the �tails�k fW kLp(jxj��) in Section
3. In Section 4, we prove Theorem 1.2. In Section 5, we prove Theorem 1.3.



4 D.S. LUBINSKY

Throughout C;C1; C2, ... denote constants independent of n and x and
polynomials P of degree � n. The same symbol may denote di¤erent con-
stants in di¤erent occurrences. If (cn) and (dn) are sequences of real num-
bers, we write

cn � dn

if there exist C1; C2 > 0 such that

C1 � cn=dn � C2; n � 1:
Similar notation is used for functions. The linear measure of a set B � R is
denoted by meas (B). The set of all polynomials of degree � n is denoted
Pn.

2. Restricted range inequalities

Restricted range (or in�nite-�nite range) inequalities are a crucial ingre-
dient in weighted approximation on the real line [8], [11], [12], [14]. However,
none of the standard ones cover our class of weights. The methods used to
prove the form we need, are similar to, but not the same, as in [10]. In this
section, we �x 1 � p � 1, and let

(7) fW (x) =
W�1�1

Lq [0;x]
; x 2 (0;1) ;

where 1
q +

1
p = 1.

Theorem 2.1
Assume that for x 2 [0;1);

(8) kWkLp[x;1)
W�1

Lq [0;x]
�  (x) ;

where  is decreasing in [0;1) and
(9) lim

x!1
 (x) = 0;

with a similar relation in (�1; 0]. There exists qn > 0; n � 1, such that
(10) qn = o (n) ; n!1;
and for n � 1, and all polynomials P of degree � n;

(11) kPWkLp(jxj�qn) � C4�n kPWkLp(R) :

Here C is independent of n and P .

In the rest of this section,  is the function speci�ed in Theorem 2.1. For
n � 1, we choose An > 0 such that

kxnW (x)kLp[An;2An] = maxu�1
kxnW (x)kLp[u;2u] =: �n:

(We show below that An exists).
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Lemma 2.2
(i) For n � 0;

kxnW (x)kLp[1;1)
is �nite.
(ii) For n � 1, An exists, is �nite and positive, and
(12) lim

n!1
An =1:

(iii) For n � 1;
(13) (2An+2)

�2�n+2 � kxnW (x)kLp[1;1) � (2A
�2p
n+2 + 2

2p+1)1=p�n+2:

(iv)

(14) An = o (n) ; n!1:
(v) If B � [0; 2An+2] has linear Lebesgue measure at least 1, then

kWkLp(B) �  (1)�1 (2A2n+2)
�(2n+2) �2n+2:

Proof
Observe that (8) implies

(15) kWkLp[x;1) �  (x)fW (x) ; x > 0;

and by Hölder�s inequality, for x � 1;
1 � kWkLp[x�1;x]

W�1
Lq [x�1;x] � kWkLp[x�1;x]

W�1
Lq [0;x]

;

so that

(16) fW (x) � kWkLp[x�1;x] ; x � 1:
(i) If p = 1, this was established in Lemma 2.3(a) in [10]. Suppose now
p <1. Let 0 � a < b <1. We see using (15) and (16) thatZ b

a
xnp

�Z 1

x
W p (t) dt

�
dx �

Z b

a
xnp p (x)fW p (x) dx

)
Z 1

a
W p (t)

"Z minft;bg

a
xnp dx

#
dt �  p (a)

Z b

a
xnp

�Z x

x�1
W p (t) dt

�
dx

)
Z b

a
W p (t)

tnp+1 � anp+1
np+ 1

dt �  p (a)

Z b

a�1
W p (t)

"Z minft+1;bg

maxft;ag
xnp dx

#
dt

�  p (a)

Z b

a�1
(t+ 1)npW p (t) dt:

If t � a2
1

np+1 , then tnp+1 � 2anp+1, and if a � 2, in the integral on the
right-hand side,

(t+ 1)np = tnp
�
1 +

1

t

�np
� tnp

�
1 +

2

a

�np
� tnpe

2np
a :
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Thus

(17)
Z b

a2
1

np+1

tnp+1W p (t) dt � 2 p (a) (np+ 1) e
2np
a

Z b

a�1
tnpW p (t) dt:

As a � 2; tnp � tnp+1 in the integral on the right, soZ b

a2
1

np+1

tnp+1W p (t) dt
h
1� 2 p (a) (np+ 1) e

2np
a

i
� 2 p (a) (np+ 1) e

2np
a

Z a2
1

np+1

a�1
xnpW p (x) dx:

If a is so large that a � 2np and

(18) 2 p (a) (np+ 1) e � 1

2
;

this gives Z b

a2
1

np+1

tnp+1W p (t) dt �
Z a2

1
np+1

a�1
xnpW p (x) dx:

Letting b!1 gives the �niteness of the norm kxnW (x)kLp[1;1).
(ii) The existence of An 2 (0;1) follows as the norm in (i) is �nite, and
u ! kxnW (x)kLp[u;2u] is a continuous function of u, with limit 0 as u !
0+ and u ! 1. (In the case p = 1, this follows from the �niteness ofxn+1W (x)


Lp[1;1)). Next, for �xed u > 0,

�n � kxnW (x)kLp[u;2u] � un kWkLp[u;2u]
so

lim inf
n!1

�1=nn � u;

and hence
lim
n!1

�1=nn =1:

If a subsequence of fAng remained bounded, we see that the corresponding
subsequence of f�ng cannot admit the growth just proven.
(iii) If p =1, the right-hand inequality in (13) is immediate. Suppose now
that p <1. Choose j0 such that

2j0 � An+2 � 2j0+1:
We see thatZ An+2

1
xnpW p (x) dx �

j0X
j=0

Z An+2=2j

An+2=2j+1
xnp

�
x

An+2=2j+1

�2p
W p (x) dx

� A�2pn+2

j0X
j=0

2(j+1)2p�pn+2

� A�2pn+22
(j0+1)2p+1�pn+2 � 22p+1�

p
n+2:
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AlsoZ 1

An+2

xnpW p (x) dx �
1X
j=0

Z An+22j+1

An+22j
xnp

�
x

An+22j

�2p
W p (x) dx

� A�2pn+2

0@ 1X
j=0

2�2jp

1A�pn+2 � 2A�2pn+2�
p
n+2;(19)

for large n. Then the upper bound in (13) follows. The lower bound follows
from

kxnW (x)kLp[1;1) � kxnW (x)kLp[An+2;2An+2]
� (2An+2)

�2 xn+2W (x)

Lp[An+2;2An+2]

= (2An+2)
�2�n+2:

(iv) If p = 1, this follows from (19) of Lemma 2.3(a) in [10]. (There ` (n)
plays a role similar to An). Suppose now p < 1. If we choose a = an :=

An+22
� 1
np+1 , and b = 2An+2, (17) gives for large enough n;Z 2An+2

An+2

tnp+1W p (t) dt � 2 p (an) (np+ 1) e
2np
an

Z b

an�1
tnpW p (t) dt:

Here by (iii),Z b

an�1
tnpW p (t) dt � (an � 1)�2p

Z b

an�1
t(n+2)pW p (t) dt

� CA�2pn+2�
p
n+2;

with C independent of n. Combining the above two inequalities gives

�pn+2 =

Z 2An+2

An+2

t(n+2)pW p (t) dt

� (2An+2)
2p�1

Z 2An+2

An+2

tnp+1W p (t) dt

� (2An+2)
2p�1 2 p (an) (np+ 1) e

2np
an CA�2pn+2�

p
n+2

� C1
n p (an)

an
e
2np
an �pn+2:

Here C1 is independent of n. If we write an = �nn, we can recast this as

1

 p (an)
� C1

1

�n
e
2p
�n :

Since  has limit 0 at 1, and an = An+22
� 1
np+1 ! 1; n ! 1, it follows

that necessarily �n = o (1) and so an = o (n). That is

An+2 = o (n) :
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(v) Exactly as above, Hölder�s inequality gives

1 � kWkLp(B)
W�1

Lq(B) � kWkLp(B)
W�1

Lq [0;A2n+2]
:

Using (15), we can continue this as

kWkLp(B) � fW (A2n+2)

�  (A2n+2)
�1 kWkLp[A2n+2;1)

�  (1)�1 (2A2n+2)
�(2n+2) x2n+2W (x)


Lp[A2n+2;2A2n+2]

=  (1)�1 (2A2n+2)
�(2n+2) �2n+2:

�

Lemma 2.3
There exists C2 > 0 such that for n � 1 and all polynomials P of degree
� n;

kPWkLp[1600A2n+2;1) � C24
�n kPWkLp[0;1) :

Proof
Our approach is similar to that in [9]. Let P be a polynomial of degree
k � n, say

P (z) = c
kY
j=1

(z � xj) :

We assume � > 8; c 6= 0, and split the zeros into �small�and �large�zeros:
we assume that

jxj j � �; j � i;

jxj j > �; j > i:

For juj � 1
2�; x � � and i < j � k;����x� xju� xj

���� � 1 + x= jxj j
1� juj = jxj j

� 2
�
1 +

x

�

�
� 4x

�
:

Then for such x; u ����P (x)P (u)

���� �
0@ iY
j=1

2x

ju� xj j

1A�4x
�

�k�i
:

We now apply a famous lemma of Cartan:������
iY
j=1

(u� xj)

������ � "i
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for u outside a set of linear measure at most 4e" [1, p. 175], [2, p. 350].
Choosing " = �

100 , we obtain����P (x)P (u)

���� � �200x�
�k
�
�
200x

�

�n
;

for x � �; u 2
�
0; 12�

�
nS, where

meas (S) � 4e

100
� <

1

8
�:

Recall that meas denotes linear Lebesgue measure. Then for such u;

(20) kPWkLp[400�;1) �
�
200

�

�n
jP (u)j kxnW (x)kLp[400�;1) :

Moreover,
�
0; 14�

�
nS has measure at least 1

8� � 1; so we may �nd B ��
0; 14�

�
nS with linear measure at least 1 and hence

kPWkLp[400�;1) kWkLp(B) �
�
200

�

�n
kPWkLp(B) kx

nW (x)kLp[400�;1) :

Now we choose � = 4A2n+2, at least for n so large that 4A2n+2 > 8. Then�
0; 14�

�
nS � [0; A2n+2]. By the previous lemma,

kWkLp(B) �  (1)�1 (2A2n+2)
�(2n+2) �2n+2:

Combining the above inequalities, and (v) of the above lemma, gives if P is
not identically 0;

kPWkLp[400�;1) = kPWkLp[0;1)

�
�
200

�

�n
kxnW (x)kLp[400�;1) =

h
 (1)�1 (2A2n+2)

�(2n+2) �2n+2
i

�
�
1

2�2

�n x2nW (x)

Lp[400�;1) =

h
 (1)�1 (2A2n+2)

�(2n+2) �2n+2
i

� C8�nA22n+2;

by (iii) of the previous lemma. Here C is independent of n and P , and
A2n+2 = o (n), so the result follows. For the remaining �nitely many n, for
which 4A2n+2 < 8, a simple compactness argument gives the result, if C2 is
large enough. �

Proof of Theorem 2.1
This follows from Lemma 2.3, its analogue in (�1; 0], and the fact that
An = o (n) : �
We also record:

Lemma 2.4
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Let W : R ! (0;1) be continuous, 1 � p � 1; and assume that for each
n � 0;
(21) k xnW (x) kLp(R)<1:
Then there exists an increasing sequence of positive numbers f�ng1n=1 such
that for n � 1 and all polynomials P of degree� n;

(22) k PW kLp(jxj��n)� C12
�n k PW kLp(�1;1);

where C1 is independent of n; p; P .
Proof
See Theorem 2.2 in [10]. �

3. Tail Estimates

We prove a "shifting" weighted Hardy inequality, involving the function

� (x) = kWkLp[x;1)
W�1

Lq [0;x]
; x � 0:

Theorem 3.1
Let W : R ! (0;1) be continuous. Let 1 � p � 1 and 1

q +
1
p = 1. The

following are equivalent:
(I) There exists a decreasing function � : (0;1) ! (0;1) with limit 0 at
1 such that

(23) kfWkLp(jxj�a) � � (a)
f 0W

Lp[0;1) ;

for all a > 0 and every absolutely continuous function f : R ! R with
f (0) = 0.
(II)

(24) lim
a!1

� (a) = lim
a!1

kWkLp[a;1)
W�1

Lq [0;a]
= 0;

with a similar limit as a! �1:

Lemma 3.2
Let a > 0. Then

kfWkLp[a;1) � p
1
p q

1
q

�
sup
x�a

� (x)

�f 0W
Lp[a;1) ;

for every absolutely continuous function f : [a;1) ! R with f (a) = 0.

Here if p =1 or p = 1, we interpret p
1
p q

1
q as 1:

Proof
Let

B = sup
x2(a;1)

kWkLp[x;1)
W�1

Lq [a;x]
:

The classical weighted Hardy inequality asserts that for every f as above,

kfWkLp[a;1) � p
1
p q

1
qB
f 0W

Lp[a;1) :
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(See [13, p. 13, Thm. 1.14] for the proof when 1 < p <1. Take q = p there
and w = v = W p. For p = 1 or p = 1, see [13, Lemma 5.4, p. 49]. An
alternative reference is [7].) Since

B � sup
x2(a;1)

kWkLp[x;1)
W�1

Lq [0;x]
= sup
x�a

� (x) ;

the result follows. �

Lemma 3.3
Let a > 0. Then

kfWkLp[a;1) �
�
1 + p

1
p q

1
q

��
sup
x�a

� (x)

�f 0W
Lp[0;1) ;

for every absolutely continuous function f : [0;1)! R with f (0) = 0.
Proof
Write for x � a;

f (x) =

Z a

0
f 0 +

Z x

a
f 0 =: C + f1 (x) :

Then

(25) kfWkLp[a;1) � kCWkLp[a;1) + kf1WkLp[a;1) :

Here by Hölder�s inequality, applied to C;

kCWkLp[a;1) �
f 0W

Lp[0;a)

W�1
Lq [0;a]

kWkLp[a;1)
=

f 0W
Lp[0;a)

� (a) :

Moreover by Lemma 3.2, as f1 (a) = 0;

kf1WkLp[a;1) � p
1
p q

1
q

�
sup
x�a

� (x)

�f 0W
Lp[a;1) :

Combining the above three inequalities gives the result. �

Proof of Theorem 3.1
Su¢ ciency of (24) and its analogous limit at �1
This follows directly from Lemma 3.3. We can choose

�+ (a) =
�
1 + p1=pq1=q

�
sup
x�a

� (x) ; a > 0;

with a similar function �� to handle (�1; 0), and then set � = max
�
��; �+

	
.

Necessity of (24) and its analogous limit at �1
For p = 1 and p =1, the necessity was established in the proof of Theorem
3.1 in [10]. Suppose now 1 < p <1. Let a > 0 and

f (x) =

Z minfx;ag

0
W�q; x � 0:



12 D.S. LUBINSKY

Then f 0W
Lp[0;1) =

�Z a

0
W (1�q)p

� 1
p

=
W�1 1

p�1
Lq [0;a]

;

so f 0W
Lp[0;1) � (a)

=
f 0W

Lp[0;1)
W�1

Lq [0;a]
kWkLp[a;1)

=
W�1� 1

p�1+1
�

Lq [0;a]
kWkLp[a;1)

=

�Z a

0
W�q

�
kWkLp[a;1) = kfWkLp[a;1) :

Our hypothesis gives

� (a) � kfWkLp[a;1) =
f 0W

Lp[0;1) = � (a) :

So � has limit 0 at 1. Similarly, the analogous limit follows at -1. �

4. Weighted Approximation

We begin with two lemmas, which are similar to corresponding lemmas
in [10]. We shall use notation speci�c to this section: we use integers n � 4
and 1 � m � n

4 , as well as parameters

1 < � � 1

2
qm;

where fqng1n=1 are as in Theorem 2.1. We let � (m) denote an increasing
function that depends onm andW , while � (�) denotes a function increasing
in �. These functions change in di¤erent occurrences. The essential feature
is that � is independent of m;n; p and functions f , while � is independent
of �; p and functions f . At the end, we choose m to grow slowly enough as
a function of n, and then �!1 su¢ ciently slowly. We let Pm denote the
set of polynomials of degree � m with real coe¢ cients.

Lemma 4.1
Let W : R! (0;1) be continuous and satisfy (6), with an analogous limit
at �1.
(a) There exists an increasing function � : [0;1)! [0;1) with the follow-
ing properties: let m;� � 1. For 1 � p � 1 and all absolutely continuous
f with f 0W 2 Lp (R), there exists Rm 2 Pm such that

k(f �Rm)WkLp[�2�;2�] �
� (�)

m

f 0W
Lp(R) :

(b) There is an increasing function � : Z+ ! (0;1) depending only on W
such that

kRmWkLp(R) � � (m)
�
kfWkLp(R) +

f 0W
Lp(R)

�
:
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Proof
(a) By the classical Jackson�s Theorem [3, (6.4), Theorem 6.2, p. 219], there
exists Rm 2 Pm such that

kf �RmkLp[�2�;2�] �
��

m+ 1

f 0
Lp[�2�;2�] :

Then

k(f �Rm)WkLp[�2�;2�] �
��

m
kWkL1[�2�;2�]

W�1
L1[�2�;2�]

f 0W
Lp(R) :

So we may take

� (�) = �� kWkL1[�2�;2�]
W�1

L1[�2�;2�] :

(b) From our restricted range inequalities, and continuity of W;

kRmWkLp(R) � C kRmkLp[�qm;qm] kWkL1[�qm;qm] :

Moreover, from the proof of (a),

kRmkLp[�2�;2�]

� kfkLp[�2�;2�] +
��

m

f 0
Lp[�2�;2�]

�
W�1

L1[�2�;2�]

h
kfWkLp[�2�;2�] + ��

f 0W
Lp[�2�;2�]

i
:

We shall show that

(26) kRmkLp[�qm;qm] � Cm2=p
�qm
�

�m+ 1
p kRmkLp[�2�;2�] ;

where C is independent of m;�; qm; fRmg. (Recall that 2� � qm):Then, on
combining the above inequalities, we obtain

kRmWkLp(R) � � (m)
h
kfWkLp[�2�;2�] +

f 0W
Lp[�2�;2�]

i
where

� (m) = Cm2=pqm+1=pm kWkL1[�qm;qm]
W�1

L1[�qm;qm] (1 + �qm) :

Now we proceed to establish (26). Recall the Chebyshev inequality [3,
Proposition 2.3, p. 101], valid for polynomials P of degree � m :

jP (x)j � jTm (x)j kPkL1[�1;1]; jxj > 1:

Here Tm is the classical Chebyshev polynomial of the �rst kind. By dilating
this, and using the bound

jTm (x)j � (2 jxj)m ; jxj > 1;

we obtain

kRmkL1[�qm;qm] �
�qm
�

�m
kRmkL1[�2�;2�]:
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Using Nikolskii inequalities [3, Theorem 2.6, p. 102], we continue this as

kRmkLp[�qm;qm] � (2qm)
1=p kRmkL1[�qm;qm]

� (2qm)
1=p
�qm
�

�m�(p+ 1)m2

2�

�1=p
kRmkLp[�2�;2�];

and then we have (26). �

Lemma 4.2
There exists C > 0 such that for large enough n; and for 1 � � � 1

2qn; there
are nonnegative polynomials Vn of degree � 3n=4 such that

(27) j1� Vn (x)j � C
qn
n�
; x 2 [��; �];

(28) 0 � Vn (x) � C; jxj 2 [�; 2�] ;

(29) 0 � Vn (x) � C
� qn
n�

�2
; jxj 2 [2�; qn] :

Here C is independent of n; � and x.
Proof
See Lemma 4.2 in [10]. �

Proof of the su¢ ciency part of Theorem 1.2
This is quite similar to that of Theorem 1.1 in [10], but there is an im-
portant di¤erence: there we introduced estimates for RmW in the uniform
norm, while here we need to restrict ourselves to a given Lp norm. So we
include all the details.

We may assume that f (0) = 0. (If not, replace f by f � f (0) and absorb
the constant f (0) into the approximating polynomial). We choose n � 1
and 1 � m � n=4, and let � satisfy 1 � � � 1

2qm. Let Rm and Vn denote
the polynomials of Lemma 4.1 and 4.2 respectively, and let

Pn = RmVn:

Then Pn is a polynomial of degree � n, and

inf
deg(P )�n

k (f � P )WkLp(R)

� k (f � Pn)WkLp(R)
� k (f � Pn)WkLp[�qn;qn] + kfWkLp(Rn[�qn;qn]) + kPnWkLp(Rn[�qn;qn])
� k (f � Pn)WkLp[�qn;qn] + kfWkLp(Rn[��;�]) + C4

�nkPnWkLp[�qn;qn];
(30)
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by Theorem 2.1 and as qn > �. Here,

k (f � Pn)WkLp[�qn;qn]
� k (f � Pn)WkLp[��;�] + kfWkLp(Rn[��;�]) + kPnWkLp([�qn;qn]n[��;�])
= : T1 + T2 + T3:(31)

Firstly

T1 � k (f �Rm)WkLp[��;�] + kRm (1� Vn)WkLp[��;�]
� k (f �Rm)WkLp[��;�] + kRmWkLp[��;�]k1� VnkL1[��;�]

� � (�)

m
kf 0WkLp(R) + � (m)

�
kfWkLp(R) + kf

0WkLp(R)
�
k1� VnkL1[��;�]

� � (�)

m
kf 0WkLp(R) + � (m)

qn
n
kf 0WkLp(R);

(32)

by Lemmas 4.1, 4.2 and Theorem 3.1. Note that since f (0) = 0, the latter
gives

kfWkLp(R) � � (0) kf 0WkLp(R):
The crucial thing in (32) is that � and � are independent of f; n; p. Next,
Theorem 3.1 gives,

(33) T2 � � (�) kf 0WkLp(R):
Of course this estimate also applies to the middle term in the right-hand
side of (30). Next,

T3 � kPnWkLp(��jxj�2�) + kPnWkLp(2��jxj�qn)
= : T31 + T32:

Here

T31 � kRmWkLp(��jxj�2�)kVnkL1(��jxj�2�)
� C

�
k (Rm � f)WkLp(��jxj�2�) + kfWkLp(��jxj�2�)

�
� C

�
� (�)

m
kf 0WkLp(R) + � (�) kf

0WkLp(R)
�
;(34)

by Lemmas 4.1, 4.2 and Theorem 3.1. Also,

T32 � kRmWkLp(2��jxj�qn)kVnkL1(2��jxj�qn)

� � (m) kf 0WkLp(R)C1
�qn
n

�2
;

by Lemmas 4.1, 4.2 and another application of Theorem 3.1. Combining
this and the estimates in (31) to (34) gives

k (f � Pn)WkLp[�qn;qn]

� kf 0WkLp(R)C
�
� (�)

m
+ � (m)

qn
n
+ � (�)

�
:(35)



16 D.S. LUBINSKY

Then using this estimate and Theorem 3.1, we deduce that

kPnWkLp[�qn;qn] � kf
0WkLp(R)C

�
� (�)

m
+ � (m)

qn
n
+ 1

�
:

Combining this estimate, (30) and (35) gives

inf
deg(P )�n

k (f � P )WkLp(R) � kf
0WkLp(R)C

�
� (�)

m
+ � (m)

qn
n
+ � (�) + 4�n

�
;

with C independent of n;m; �; �; �. The functions � and � obey the conven-
tions listed at the beginning of this section, and are independent of f; n;m; p,
as is the constant C. For a given large enough n � 1, we choose m = m (n)
to be the largest integer � n=2 such that

� (m)
qn
n
�
�qn
n

�1=2
:

Since (by Theorem 2.1) qn=n! 0 as n!1, while � is increasing and �nite
valued, necessarily m = m (n) approaches1 as n!1. Next, for the given
m = m (n), we choose the largest � = � (n) � m such that

� (�) �
p
m

As � is �nite valued, necessarily � (n)!1 , so � (� (n))! 0; n!1. Then
for some sequence f�ng1n=1 with limit 0, and which is independent of f;

inf
deg(P )�n

k (f � P )WkLp(R) � �nkf 0WkLp(R):

For the remaining �nitely many n, we can set �n = � (0), and use

inf
deg(P )�n

k (f � P )WkLp(R) � kfWkLp(R) � � (0) kf 0WkLp(R):

�

Proof of the necessity part of Theorem 1.2
We assume that (5) is true for every absolutely continuous f with kf 0WkLp(R)
�nite, where p = 1 or p = 1. In particular, if we choose f to be 0 outside
[�1; 1], and not a.e. a polynomial in [�1; 1], we obtain for some sequence
fPng1n=1 of polynomials with degrees tending to 1,

kPnWkLp(jxj�1) ! 0; n!1:
As Pn behaves for large jxj like its leading term, this forces

kxnW (x) kLp(R) <1;
for each n � 0. Then the hypothesis (21) of Lemma 2.4 is ful�lled, and
consequently there exist f�ng1n=1 such that (22) holds for all polynomials Pn
of degree � n. Let us consider an absolutely continuous f with f (0) = 0
and kf 0WkLp(R) �nite. Our hypothesis asserts that there are for large n
polynomials fPng1n=1 of degree � n with

k (f � Pn)WkLp(R) � �nkf 0WkLp(R)
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) kfWkLp(jxj��n) � �nkf 0WkLp(R) + kPnWkLp(jxj��n):
By Lemma 2.4, and then our hypothesis on fPng1n=1 ;

kPnWkLp(jxj��n) � C2�nkPnWkLp[�1;1]
� C2�n

�
kfWkLp[�1;1] + �nkf

0WkLp(R)
�
:

Here

kfWkLp[0;1] � kWkL1[0;1]
Z x

0
f 0 (t) dt


Lp[0;1]

� kWkL1[0;1]
f 0

Lp[0;1]

� kWkL1[0;1]kW
�1kL1[0;1]

f 0W
Lp[0;1]

:

A similar inequality holds over [�1; 0] and hence
kfWkLp[�1;1] � 2kWkL1[�1;1]kW

�1kL1[�1;1]kf
0WkLp[�1;1]:

The case p =1 is easier. Combining all the above inequalities gives

kfWkLp(jxj��n) � ��nkf 0WkLp(R);
where f��ng

1
n=1 has limit 0 and is independent of f . The same inequality

then holds for the Lp norm of fW over jxj � �, where � 2
�
�n; �n+1

�
. It

follows that there is a positive decreasing function � with limit 0 at 1 such
that (23) holds for absolutely continuous f with f (0) = 0 and kf 0WkLp(R)
�nite. Then Theorem 3.1 gives the limit (6). �

5. Proof of Theorem 1.3

In this section, we let

W2 (x) = exp
�
�x2

�
; x 2 R;

denote the Hermite weight. Moreover, we determine q; s by the equations
1

r
+
1

s
= 1 and

1

p
+
1

q
= 1:

The construction is more complicated than that in [10], but the general idea
is the same. We choose intervals

[j � �j ; j + �j ]; j � 3
where �j � 1

2j , j � 3. We set

(36) W (x) =W2 (x) ; x 2 Rn
1[
j=3

(j � �j ; j + �j) :

(I) For the case where p < r, we set

(37) W (j) =W2 (j) = [j log j] ; j � 3;
choose

(38) � 2 (s; q)



18 D.S. LUBINSKY

and

(39) �j =
1

2j (log j)�
; j � 3:

(II) For the case where p > r, we set

(40) W (j) =W2 (j) [j log j] ; j � 3;
choose

(41) � 2 (r; p)
and

(42) �j =
1

2j (log j)�
; j � 3:

In both cases we then de�ne W so that W=W2 is linear in [j � �j ; j] and
in [j; j + �j ]. This ensures that W is continuous in R. (Of couse we could
ensure it is C1 by smoothing at j and j � �j). It also implies under (38)
that,

(43) 1 �W (x) =W2 (x) �
1

1 + x2
; x 2 R,

and under (40),

(44) 1 �W (x) =W2 (x) � 1 + x2; x 2 R:
(Since log x = o (x), these inequalities are clear for large jxj. However they
are even true for "small" jxj, as shown by some simple calculations.) We
shall make repeated use of the fact that uniformly in j and x;

W2 (x) �W2 (j) , x 2 [j � �j ; j + �j ] ;
as follows since �j � 1

2j . We now show that W ful�ls the asymptotic be-
havior required for Theorem 1.3.

Lemma 4.2
(a) Let p < r and W satisfy (37), (38) and (39). Then

(45) lim sup
x!1

W�1
Lq [0;x]

kWkLp[x;1) =1

but

(46) lim
x!1

W�1
Ls[0;x]

kWkLr[x;1) = 0:

(b) Let p > r and W satisfy (40), (41) and (42). Then (45) and (46) are
valid.
Proof
(a) Note that as 1 � p < r, so p; s <1. Let c > 0. Some simple calculations
show that for 1 � a � b;

(47)
Z b

a
W�c
2 �W�c

2 (b)min

�
1

b
; b� a

�
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and if also b � 2a;

(48)
Z b

a
W c
2 �W c

2 (a)min

�
1

b
; b� a

�
:

Since �j = O
�
1
j

�
, we see that W2 (j + �j) � W2 (j) and hence applying

(48), Z 1

j
W p �

Z j+1��j+1

j+�j

W p
2 �

C

j
W2 (j)

p :

Moreover, by (47), if q <1;Z j

0
W�q � C (j log j)q

Z j

j��j
2

W�q
2 � C (j log j)q �jW2 (j)

�q :

Then W�1
Lq [0;j]

kWkLp[j;1) � C [j log j]�
1=q
j j�1=p

= C(log j)1��=q !1;

j !1, by (38). We then have (45) for the case 1 < p; q <1. If q =1, it is
easy to see that (45) persists, by minor modi�cations of the above arguments.

The proof of (46) is a little more di¢ cult because it involves a full limit.

Let x � 2 and j0 denote the least integer � x. We see that as �j = O
�
1
j

�
;

Z x

0
W�s �

Z
(0;x)n

j0S
j=3

(j��j ;j+�j)
W�s
2 +

j0�1X
j=3

Z j+�j

j��j
W�s +

Z
[j0��j0 ;x]

W�s

�
Z x

0
W�s
2 + C

j0�1X
j=3

�jW
�s
2 (j) (j log j)s + C�j0W

�s (x) (j0 log j0)
s

� CW2 (x)
�s =x+ CW�s

2 (x)xs�1 (log x)s�� ;

as for large enough j, and some � < 1 independent of j,

�jW
�s
2 (j) (j log j)s

�j�1W
�s
2 (j � 1) ((j � 1) log (j � 1))s

< �:

We also used (47). Then this and (43) giveW�1
Ls[0;x]

kWkLr[x;1) � CW�1
2 (x)x1�1=s (log x)1��=s kW2kLr[x;1)

� CW�1
2 (x)x1�1=s (log x)1��=sW2 (x)x

�1=r

= C (log x)1��=s ! 0;

x!1 as � > s, recall (38).
(b) This is very similar to (a). Note that as p > r � 1, so r; q < 1. By



20 D.S. LUBINSKY

(40), if p <1;Z 1

j
W p � C

Z j+�j=2

j
(j log j)pW p

2 � C�jj
p (log j)pW2 (j)

p :

Moreover, Z j

0
W�q �

Z j��j

j�1+�j�1
W�q
2 � Cj�1W2 (j)

�q ;

by (47). ThenW�1
Lq [0;j]

kWkLp[j;1) � Cj�1=q�
1=p
j j log j

= C(log j)1��=p !1;
as � < p (recall (41)). If p =1, this argument requires minor modi�cations.
So we have (46). Next, if j1 is the largest integer � x;Z 1

x
W r �

Z
(x;1)n

1S
j=j1

(j��j ;j+�j)
W r
2 +

1X
j=j1

Z j+�j

j��j
W r
2 (j log j)

r +

Z
[x;j1+�j1 ]

W r
2 (j1 log j1)

r

�
Z 1

x
W r
2 + C

1X
j=j1+1

�j (j log j)
rW r

2 (j) + CW
r
2 (x)�j1 (j1 log j1)

r

� CW2 (x)
r =x+ jr�11 (log j1)

r��W r
2 (x)

� Cxr�1 (log x)r��W r
2 (x) ;

by (48) and as again for large j and some � < 1;

�j (j log j)
rW r

2 (j)

�j�1 ((j � 1) log (j � 1))rW r
2 (j � 1)

< �:

Then (46) and (47) givesW�1
Ls[0;x]

kWkLr[x;1) � C
W�1

2


Ls[0;x]

W2 (x)x
1�1=r (log x)1��=r

� CW�1
2 (x)x�1=sW2 (x)x

1�1=r (log x)1��=r

= C (log x)1��=r ! 0;

x!1, as � > r (recall (41)). �

Proof of Theorem 1.3
This follows directly from the limit conditions in Lemma 4.2 and from The-
orem 1.2. �
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