
ON CONVERSE MARCINKIEWICZ-ZYGMUND INEQUALITIES
IN Lp; p > 1

D.S. LUBINSKY

Abstract. We obtain converse Marcinkiewicz-Zygmund inequalities such as

k P� kLp[�1;1]� C

0@ nX
j=1

�j jP (tj)jp
1A1=p

for polynomials P of degree � n � 1, under general conditions on the points
ftjgnj=1 and on the function �. The weights f�jgnj=1 are appropriately chosen.
We illustrate the results by applying them to extended Lagrange interpolation
for exponential weights on [�1; 1].

1. Introduction and Results

Let

(1.1) �1 � t1 < t2 < ::: < tn � 1:
Converse Marcinkiewicz-Zygmund Inequalities have the form

(1.2) k P� kLp[�1;1]� C

0@ nX
j=1

�j jP (tj)j
p

1A1=p

:

They are valid for all P 2 Pn�1 (Pm denotes the polynomials of degree � m),
and for appropriate choices of the f�jgnj=1, the function � : [�1; 1] ! R and the
constant C. One of their main applications is to Lagrange interpolation: let Ln[f ]
denote the Lagrange interpolation polynomial to a function f at ftjgnj=1 so that
Ln[f ] has degree � n� 1 and

Ln[f ](tj) = f(tj); 1 � j � n:

From (1.2) we deduce

k Ln[f ]� kLp[�1;1]� C k f kL1[�1;1]

0@ nX
j=1

�j

1A1=p

:

In particular, if we vary n, and the constant C as well as the sum of the weightsPn
j=1 �j are bounded above independently of n, we obtain that the operators Ln

are a sequence of uniformly bounded operators between appropriate spaces. The
projection property

Ln[P ] = P; P 2 Pn�1
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and density of polynomials then allow us to deduce mean convergence.
The oldest method to derive such inequalities involves mean convergence of or-

thogonal expansions [24], [25], [26]. Its scope is restricted by the requirement that
the points ftkg be zeros of an orthogonal polynomial. See [10], [11] for the most
recent and general results on this method and see [6] for a survey of earlier results.
A second method due to König [3], [4] e¤ectively regards part of the Lagrange in-
terpolation polynomials as a discrete Hilbert transform and uses boundedness of
the Hilbert transform. It is this method that we modify in this paper. We note
that when one requires that (1.2) only holds for polynomials P of degree � "n
with some " > 0, and not of degree � n � 1, then far more general results are
possible, the most impressive being due to Mastroianni and Totik [12]. However in
this situation, the application to Lagrange interpolation is lost.
In stating our results, we need the representation

(1.3) Ln[f ](t) =

nX
j=1

f(tj)`j(t)

where f`jg are the fundamental polynomials of Lagrange interpolation at the ftjg.
We also set

(1.4) tj := 1; j > n; tj := �1; j � 0:
For a function � : [�1; 1] ! R, we set � := 0 outside [�1; 1]. The simplest case of
our results is:

Theorem 1.1
Let n � 1 and let ftjgnj=1 satisfy (1.1). Let � : [�1; 1] ! [0;1) be measurable.
Let �n(t) be a polynomial of degree n whose zeros are ftjgnj=1, normalized by the
condition

(1.5) j�n�j � 1 in [�1; 1]:
Let L � 1 and
(1.6) �j := tj+L � tj�L; 1 � j � n:

Assume there exists � > 0 such that for 1 � j; k � n with jj � kj � L;

(1.7) jtj � tkj � � jj � kj1=3 [1 + log jj � kj]2=3 �j :
Let " > 0; 1 < p <1. Then for P 2 Pn�1;

(1.8)
Z 1

�1
jP�jp � C

nX
j=1

jP (tj)jp
(Z tj+"�j

tj�"�j
j`j�jp +

�j
[�j j�0n(tj)j]

p

)
:

The constant C depends on L;�; "; p but is independent of �; ftjgnj=1; n; P .

Remarks
(a) We note that while (1.5) is a normalization condition, our main hypothesis
is (1.7). In it one could replace jj � kj1=3 [1 + log jj � kj]2=3 by  (jj � kj) where
 : [1;1)! (0;1) is any function satisfying

1X
i=1

 (i)�3 <1:
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(b) Some insight into the spacing condition (1.7) is provided by the Chebyshev
points

tj := cos((n� j +
1

2
)
�

n
); 1 � j � n:

It is easily seen that for jj � kj � 1;

(1.9) jtj � tkj � C jk � jj jtj+1 � tj�1j

where C is independent of j; k; n so (1.7) holds with L = 1 in a much stronger form.
More generally, given points

tj = cos �j ; 0 � j � n+ 1;

where �0 = �; �n+1 = 0 and

(1.10)
C1
n
� �j � �j+1 �

C2
n
; 0 � j � n

then (1.9) holds with some C depending only on C1; C2. Indeed orthonormal poly-
nomials corresponding to Jacobi weights and their myriad of generalisations satisfy
this with C1; C2 independent of j; n [13].
However, there are orthonormal polynomials for weights on (�1; 1) whose zeros

do not satisfy (1.10). For the class of weights

(1.11) W (x) := exp(�exp(exp(::: exp| {z }
k times

(1� x2)��)))

where k � 0 and � > 0, it follows from the results of [5] that if ftjgnj=1 are the
zeros of the nth orthonormal polynomial for the weight W 2, then

jtj � tkj � C jk � jj2=3 jtj+1 � tj�1j

and 2=3 is the largest exponent independent of j; k; n. We shall establish this in
Lemma 6.1 below.
(c) Obviously any set of distinct points ftjgnj=1 satis�es the hypotheses of the theo-
rem with some � > 0. However the theorem is useful only when applied to varying
n, and in such a situation one would require � to be independent of n. Likewise
the fact that the constant C in (1.8) is independent of � is essential in applications
where one needs to vary �.
(d) The estimate (1.7) is required only for tj ; tk with jj � kj � L. Thus, if L = 2,
we could allow even and odd order points t2j and t2j+1 to be close, but of course
this would be re�ected in the size of �0n(t2j) or �

0
n(t2j+1).

In some applications, it is unfortunate that the weight � in the normalising
condition (1.5) is the same as that in the right-hand side of (1.8). We can insert
other weights ! : R ! [0;1) provided their pth power satis�es the Ap condition.
Let 1 < p < 1. Recall that !p satis�es the Ap condition if for all intervals I � R
with length jIj,

(1.12)
�
1

jIj

Z
I

!p
� �

1

jIj

Z
I

!�
p

p�1

�p�1
� �:

The smallest such � is called the Ap bound of !p. The main feature we use of Ap
weights is that they admit a weighted bound on the Hilbert transform. Recall that
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if g 2 Lp(R) its Hilbert transform

(1.13) H[g](x) := lim
"!0+

Z
jt�xj�"

g(t)

x� tdt

is de�ned for a.e. x. For an Ap weight !p, there exists  > 0 such that for all
g 2 Lp(R);

(1.14) k H[g]! kLp(R)�  k g! kLp(R) :

The proofs of (1.14) indicate that the size of  depends only on the size of the Ap
bound � of !p. However we could not �nd a reference where this is formally stated,
so shall avoid using it. Another feature of Ap weights, is that they are doubling
weights: there exists � > 0 such that for all a 2 R; � > 0;

(1.15)
Z a+2�

a�2�
!p � �

Z a+�

a��
!p:

The smallest such � is called the doubling constant; we may take � = 2p�. This
is an easy consequence of (1.12), see [20, p.196].
Theorem 1.1 is the case ! = 1 of

Theorem 1.2
Assume the hypotheses of Theorem 1.1, except that instead of (1.5), we assume

(1.16) j�n�j � ! in [�1; 1]

where ! : R ! [0;1) and for some 1 < p < 1, !p is an Ap weight. Assume
moreover, that there exists � > 0 such that for 1 � j � n;

(1.17)
Z
ft2[�2;2]:jt�tj j��jg

!p(t)

jt� tj j3
dt � �

R tj+�j
tj��j !

p

�3j
:

(In particular, there exists such a � if the doubling constant � in (1.15) satis�es
� < 8.) Then there exists C > 0 and an integer K such that for P 2 Pn�1;

(1.18)
Z 1

�1
jP�jp � C

nX
j=1

jP (tj)jp
8<:
Z tj+K+1

tj�K

j`j�jp +
R tj+"�j
tj�"�j !

p

[�j j�0n(tj)j]
p

9=; :

The integer K depends only on L;�, and the constant C depends on L;�; ;�; �; "; p
but is independent of �; !; ftjgnj=1; n; P .

We note that one may replace [tj�K ; tj+K+1] by [tj � "�j ; tj + "�j ] in the �rst
integral in the right-hand side of (1.18) if p � 3 or if we assume that the ratio

(tj+L � tj�L) = (tj+1+L � tj+1�L)

is bounded above and below by suitable positive constants - in applications, this is
usually the case, with constants independent of n.
In some situations instead of a sup norm condition on �n� one may only have

an Lr condition with r <1. This is the focus of the following result:

Theorem 1.3
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Assume the hypotheses of Theorem 1.1, except that instead of (1.5), we assume that
for some 1 < r <1;

(1.19) k �n�=! kLr[�1;1]� 1

where ! : R ! [0;1) and for some 1 < p < r, !rp=(r�p) is an Arp=(r�p) weight.
Assume moreover that (1.17) holds with p replaced by pr=(r � p). Then for P 2
Pn�1;
(1.20)Z 1

�1
jP�jp � C

8<:
nX
j=1

jP (tj)jp
Z tj+K+1

tj�K

j`j�jp
9=;+C

8<:
nX
j=1

 Z tj+"�j

tj�"�j
!rp=(r�p)

!�
jP (tj)j

�j j�0n(tj)j

� rp
r�p

9=;
r�p
r

:

The integer K depends only on L;�, and the constant C depends on L;�; ;�; �; "; p
but is independent of �; !; ftjgnj=1; n; P .

It is obviously of interest to have conditions on �n that allow us to replace the
two terms in the right-hand side of (1.8) or (1.18) by a single one. This is the focus
of the next two corollaries:

Corollary 1.4
Assume the hypotheses of Theorem 1.2 and in addition that for some "; � > 0 and
1 � j � n;

(1.21)
Z tj+L

tj�L

j�n�jp � �

Z tj+"�j

tj�"�j
!p:

Then for P 2 Pn�1;

(1.22)
Z 1

�1
jP�jp � C

nX
j=1

jP (tj)jp
Z tj+K+1

tj�K

j`j�jp :

The integer K depends only on L;�, and the constant C depends on L;�; ;�; �; "; �; p
but is independent of �; !; ftjgnj=1; n; P .

Corollary 1.5
Assume the hypotheses of Theorem 1.2 and in addition that one of the following
holds:
(I) �0 exists a.e. and for some � > 0 and 1 � j � n,

(1.23)
Z tj+K+1

tj�K

��(�n�)0��p � ���pj

Z tj+"�j

tj�"�j
!p:

(II) For some �; �1; �2 > 0 and 1 � j � n;

(1.24) �(tj)
p

Z tj+K+1

tj�K

j�0nj
p � ���pj

Z tj+"�j

tj�"�j
!p

and

(1.25) �1 � �(t)=�(tj) � �2; t 2 [tj�1; tj+1] \ [�1; 1]:
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Then for P 2 Pn�1;

(1.26)
Z 1

�1
jP�jp � C

nX
j=1

jP (tj)jp
R tj+"�j
tj�"�j !

p

[�j j�0n(tj)j]
p :

The constant C depends on L;�; ;�; �; �; �1; �2; "; p but is independent of �; !; ftjgnj=1; n; P .

Following is a general example of how Theorem 1.2 can be applied.

Example 1.6
Let us assume the hypotheses of Theorem 1.2 and let � : [�1; 1] ! [0;1) be
measurable. Then for functions f : [�1; 1]! R, we have

(1.27) k Ln[f ]� kLp[�1;1]� C
 k f� kL1[�1;1]

where

(1.28) 
 :=

24 nX
j=1

8<:
R tj+K+1

tj�K
j`j�jp

�(tj)p
+

R tj+"�j
tj�"�j !

p

[�j j�0n(tj)�(tj)j]
p

9=;
351=p

and C;K are independent of �; �; n; f; ftjg, but depend on the constants L;�; ;�; �; "; p.
In particular, if we vary n, and possibly also �; � but the constants L;�; ;�; �
may be chosen independent of n, while 
 is bounded above independently of n,
and (1.17) holds uniformly in n, then we obtain uniform boundedness of fLng in
appropriately weighted spaces.
The point of this is that in many of the classical situations where mean conver-

gence of Lagrange interpolation has been studied, notably at the zeros of orthogonal
polynomials for the many generalisations of Jacobi weights [10], [11], [13], [16], [18]
or the exponential weights on [�1; 1] [7] or the Freud or Erdös weights on R [1], [8]
all the information that is needed to estimate 
 is readily available: namely lower
bounds on �0n(tj), upper and lower bounds on �j , and upper bounds on �n and `j .
For those weights, one may scale the interpolation points to [�1; 1] and may choose
L = 1 and (1.7) will be satis�ed so all one needs to check is whether 
 is bounded
independently of n and whether (1.17) is satis�ed with appropriate �: This should
in principle allow one to unify a wide range of results.
In most of the applications to interpolation at zeros of orthogonal polynomials,

it su¢ ces to consider !p of a very special form. This is the subject of the following
theorem:

Theorem 1.7
Let b 2

�
1
2 ; 1
�
, c 2 [0; 12 ] and

(1.29) �1
p
< � < 1� 1

p
:

Let

(1.30) !(t) :=

�����1� ���� tb
��������+ c�� :
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Assume that n � 1 and that ftjgnj=1 satisfy (1.7). Assume moreover, that for some
� > 0, and 1 � j � n;

(1.31)

����1� ���� tjb
��������+ c � ��j :

Let � : [�1; 1] ! [0;1) be measurable and let the polynomial �n(t), whose zeros
are ftjgnj=1, satisfy (1.16). Then for P 2 Pn�1;

(1.32)
Z 1

�1
jP�jp � C

nX
j=1

jP (tj)jp
(Z tj+K+1

tj�K

j`j�jp +
�j! (tj)

p

[�j j�0n(tj)j]
p

)
:

The integer K depends only on L;�, and the constant C depends on L;�; �; � ; p
but is independent of �; !; ftjgnj=1; b; c; n; P .

We believe that several of the results on mean convergence of Lagrange interpola-
tion associated with generalized Jacobi weights [13], [16], [18], with Freud weights[8],
with exponential weights on [�1; 1] [7] or Erdös weights [1] may be deduced from
Theorem 1.7.
As an illustration of Theorem 1.7, we deduce a new result on extended Lagrange

interpolation associated with exponential weights on [�1; 1]. In de�ning a suitable
class of weights and in the sequel, we use � in the following sense: given a real
interval I and functions f; g : I ! R, we write

f � g in I

if there exist positive constants C1; C2 independent of t such that

C1 � f (t) =g (t) � C2; t 2 I:
Similar notation is used for sequences and sequences of functions. Moreover, C;C1; C2; :::
denote positive constants independent of n; t; x and P 2 Pn. The same symbol need
not denote the same constant in di¤erent occurrences. To indicate that C does or
does not depend on a parameter � we write respectively C = C (�) or C 6= C (�).

De�nition 1.8
Let W = e�Q, where Q : (�1; 1)! [0;1) is even, twice continuously di¤erentiable
and Q0 � 0; Q00 � 0 in (�1; 1). Assume moreover that the function
(1.33) T (t) := 1 + tQ00(t)=Q0(t); t 2 (�1; 1)nf0g
is increasing in (0; 1) with

(1.34) lim
t!0+

T (t) > 1

and for t close enough to 1;

T (t) � Q0(t)=Q(t)

while for some A > 2 and t close enough to 1,

(1.35) T (t) � A

1� t2 :

Then we write W 2 W.

The archetypal examples of W 2 W are given by (1.11). See [5], [7] for further
orientation on these weights.
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Associated with the weight W 2 (note the square), we can de�ne orthonormal
polynomials

pn (x) = nx
n + :::; n � 0;

satisfying Z 1

�1
pnpmW

2 = �mn:

We order the zeros of pn as

�1 < xnn < xn�1;n < ::: < x1n < 1:

Mean convergence of Lagrange interpolation at the zeros of pn for W 2 W was
studied in [7]. One of the unfortunate features is that in working in Lp norms
with p > 4, severe weighting factors are required. This comes from the fact that

pn(x)W (x) behaves essentially like
���1� jxj

an

����1=4, where an is the nth Mhaskar-
Rahmanov-Sa¤ number (we shall de�ne this in Section 6 below). The latter also
has an impact on Lebesgue functions of Lagrange interpolation.
It was J. Szabados who came up with the idea of reducing the Lebesgue function

of Lagrange interpolation by adding two extra interpolation points. Let �n be the
positive point where pnW attains its maximum in [�1; 1] :

(1.36) jpnW j (��n) = kpnWkL1[�1;1]:

Szabados [21] considered for Freud weights the interpolation points

(1.37) ftjngnj=1 := fxj;n�2g
n�2
j=1 [

�
��n�2; �n�2

	
and showed how the Lebesgue constant reduced dramatically from O

�
n1=6

�
to

O (log n). This was subsequently extended to exponential weights on [�1; 1] [1].
The addition of the two points also leads to more elegant results in mean conver-

gence of Lagrange interpolation. For Freud weights, this was explored in [9]. Here
we use Theorem 1.7 to treat exponential weights on [�1; 1] :

Theorem 1.9
Let W 2 W, let 1 < p < 1 and d > � 1

p . Let f : [�1; 1] ! R be such that fW
is bounded and Riemann integrable in [�1; 1]. Then if Ln[f ] denotes the Lagrange
interpolation polynomial to f at ftjngnj=1, we have

(1.38) lim
n!1

k (f � Ln [f ]) (t)W (t)
�
1� t2

�d kLp[�1;1] = 0:
In particular, this is true for d = 0.

One may compare this to the results in [7], where without the additional two
points, more complicated results arise for p > 4.
This paper is organised as follows: we prove Theorem 1.2 in Section 2, and then

immediately deduce Theorem 1.1. We prove Theorem 1.3 in Section 3 by indicating
the modi�cations required to the proofs of the previous section. In Section 4, we
prove Corollaries 1.4 and 1.5 and in Section 5, we prove Theorem 1.7. In Section
6, we prove Theorem 1.9.
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2. The Proof of Theorem 1.2

Throughout this section, we assume the hypotheses and notation of Theorem
1.2. In particular (1.1) holds and tj = 1; j > n; tj = �1; j � 0. We let

Ij := [tj � �j ; tj + �j ]; 1 � j � n;

where
�j = tj+L � tj�L;

and

(2.1) Jj := [tj ; tj+1]; 0 � j � n:

Note that
Jj [ Jj�1 � Ij :

We let �j denote the characteristic function of Ij and jIj j = 2�j denote the length
of Ij . As a consequence of our hypothesis (1.7), if K � L satis�es

(2.2) �K1=3 (1 + logK)
2=3 � 4

then

(2.3) jj � kj � K ) jtj � tkj � 4max f�j ; �kg ) Ij \ Ik = ;:
Of course, the size of K depends only on L and �. We �x a polynomial P of degree
� n� 1 and set
(2.4) yj := P (tj)=�

0
n(tj); 1 � j � n:

We may then write

P (t) = Ln[P ](t) = �n(t)
nX
j=1

yj
t� tj

=

0@�n(t)H
24 nX
j=1

yj
�j
jIj j

351A+
0@�n(t) nX

j=1

yj

�
1

t� tj
�H

�
�j
jIj j

�
(t)

�1A
(2.5) =: J1(t) + J2(t):

Thus,

(2.6) k P� kLp[�1;1]�k J1� kLp[�1;1] + k J2� kLp[�1;1] :
We begin with the estimation of the �rst term on the last right-hand side:

Lemma 2.1

(2.7) k J1� kpLp[�1;1]� p (2K)
p+1

nX
j=1

�
jyj j
�j

�p Z
Ij

!p:

Proof
Now by our hypothesis (1.16)

jJ1�j � !

������H
24 nX
j=1

yj
�j
jIj j

35������ :
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The boundedness of the Hilbert transform (1.14) then gives

k J1� kpLp[�1;1]� p k !
nX
j=1

yj
�j
jIj j

kpLp(R)

� p
nX
k=1

Z
Ik

������!
k+K�1X
j=k�K+1

yj
�j
jIj j

������
p

:

Here we have used (2.3) which shows that if jj � kj � K then Ik \ Ij is empty. We
also set yj := 0 if j lies outside the range f1; 2; :::ng. Using the inequality

(a1 + a2 + :::as)
p � sp(ap1 + a

p
2 + :::a

p
s) if all aj � 0

we continue this as

k J1� kpLp[�1;1]� p(2K)p
nX
k=1

k+K�1X
j=k�K+1

Z
Ik

����!yj �jjIj j
����p

� p(2K)p+1
nX
j=1

�
jyj j
jIj j

�p Z
Ij

!p:

Here we have used the fact that �j vanishes outside Ij . Then (2.7) follows.�

We next turn to the estimation of J2. First we estimate a term in the sum de�ning
J2. It is here that the symmetry of the interval Ij about tj is essential, and it is
here that we obtain a substantial improvement over the method of König.

Lemma 2.2
Let

(2.8) gj(t) :=
1

t� tj
�H

�
�j
jIj j

�
(t):

Let � > 0. Then for jt� tj j � (1 + �)�j, we have

(2.9) jgj(t)j �
1 + �

�

�2j

jt� tj j3
:

Moreover, for s 2 Ij ;

(2.10)
�

1 + �
� jt� sj
jt� tj j

� 2 + �

1 + �
:

Proof
Now as t =2 Ij , we have ordinary Riemann and not principal value integrals in the
Hilbert transform:

gj(t) =
1

jIj j

Z
Ij

�
1

t� tj
� 1

t� s

�
ds

=
1

jIj j

Z
Ij

tj � s
(t� tj) (t� s)

ds

=
1

jIj j

Z
Ij

(
tj � s

(t� tj) (t� s)
� tj � s
(t� tj)2

)
ds
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as tj is the midpoint of Ij . We continue this as

gj(t) = �
1

jIj j (t� tj)2
Z
Ij

(s� tj)2
t� s ds:

Next for s 2 Ij ,

jt� sj � jt� tj j � �j � jt� tj j
�
1� 1

1 + �

�
and we deduce the left inequality in (2.10), the right inequality in (2.10) follows
similarly. Applying the lower bound in (2.10) to the last identity for gj gives (2.9).�

We can now proceed with the estimation of J2 of (2.5). We note that up to this
step we have not used the full power of (1.7), all we needed was (2.3). The same is
true of the following lemma: (note that K � 1).

Lemma 2.3

k J2� kpLp[�1;1]� 2
6pKp+1

 
nX
k=1

jP (tk)jp
Z tk+K+1

tk�K

j`k�jp + p
nX
k=1

�
jykj
jIkj

�p Z
Ik

!p

!

(2.11) +23p
nX
j=1

 Z
Ij

!p

!0@ X
k:jk�jj�K

jykj �2k
jtj � tkj3

1Ap

:

Proof
Recall from (2.1) that the endpoints of fJjgnj=0 form a partition of [�1; 1] and that
Jj [ Jj�1 � Ij . We have, with the notation (2.8),

k J2� kpLp[�1;1]=
nX
j=0

Z
Jj

������n�
nX
k=1

ykgk

�����
p

� 2p
nX
j=0

Z
Jj

�������n�
X

k:jk�jj�K

ykgk

������
p

+ 2p
nX
j=1

Z
Ij

�������n�
X

k:jk�jj�K

ykgk

������
p

(2.12) =: S1 + S2:

(Note that the inclusion of
R
J0 into

R
I1
prevents strict inequality in the index of

summation in each sum). Here

(2.13) S1 � 2p(2K + 1)p
nX
j=0

X
k:jk�jj�K

Z
Jj
j�n�ykgkjp :

By the form (2.8) of gk, and our choice (2.4) of ykZ
Jj
j�n�ykgkjp

� 2p
"
jP (tk)jp

Z
Jj
j�`kjp +

�
jykj
jIkj

�p Z
Jj
j�n�H[�k]j

p

#
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and by �rst (1.16) and then (1.14),Z
Jj
j�n�H[�k]j

p �
Z
Jj
j!H[�k]j

p

� p
Z
R
j!�kj

p
= p

Z
Ik

!p:

Thus,

S1 � 24pKp
nX
j=0

X
k:jk�jj�K

jP (tk)jp
Z
Jj
j�`kjp+24pKpp

nX
j=0

X
k:jk�jj�K

�
jykj
jIkj

�p Z
Ik

!p

(2.14) � 24pKp
nX
k=1

jP (tk)jp
Z tk+K+1

tk�K

j�`kjp + 24p+2Kp+1p
nX
k=1

�
jykj
jIkj

�p Z
Ik

!p:

Next, we consider S2. If jj � kj � K and t 2 Ij , we have by (2.3),

jt� tkj � jtj � tkj � �j � jtj � tkj
�
1� 1

4

�
;

so

(2.15) t 2 Ij ) jt� tkj �
3

4
jtj � tkj � 3�k:

Then Lemma 2.2 gives Z
Ij

�������n�
X

k:jk�jj�K

ykgk

������
p

�
Z
Ij

!(t)p

0@3
2

X
k:jk�jj�K

jykj
�2k

jt� tkj3

1Ap

dt

�
 Z

Ij

!p

!0@4 X
k:jk�jj�K

jykj
�2k

jtj � tkj3

1Ap

:

Thus,

(2.16) S2 � 23p
nX
j=1

 Z
Ij

!p

!0@ X
k:jk�jj�K

jykj
�2k

jtj � tkj3

1Ap

:

Together with (2.14), this gives the result.�

We turn to the estimation of the third term in the right-hand side of (2.11). It
is only here that we need the full power of (1.7). It is also only here that we need
(1.17). We shall attend to the case where !p has a doubling constant < 8 in the
proof of Theorem 1.2 itself.

Lemma 2.4

(2.17)
nX
j=1

 Z
Ij

!p

!0@ X
k:jk�jj�K

jykj �2k
jtj � tkj3

1Ap

�
�
maxf 2

�3 log(K � 1) ; 4�Kg
�p nX

k=1

�
jykj
jIkj

�p Z
Ik

!p:
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Proof
De�ne an n� n matrix B = (bjk)nj;k=1 as follows:

bjk :=

8<:
0; jj � kj < K� R

Ij
!pR

Ik
!p

�1=p
�3k

jtj�tkj3
; jj � kj � K

:

Moreover, de�ne the n-vector Z := (zk)nk=1 where

zk :=
jykj
�k

�Z
Ik

!p
�1=p

; 1 � k � n:

We then see that the left-hand side of (2.17) is exactly

k BZ kp`np
where (in this proof only) k � k`np denotes the usual norm on `np so that for example

k Z k`np=
 

nX
k=1

jzkjp
!1=p

:

Thus the left-hand side of (2.17) is bounded above by

(2.18)
�
k B k`np!`np k Z k`np

�p
=k B kp`np!`np

"
nX
k=1

�Z
Ik

!p
��

jykj
�k

�p#
:

Here the norm on B is the usual operator norm on `np . It thus remains to estimate
the norm of the matrix B. To do this, we use the following proposition, involving
the notation

k g kLp(d�):=
�Z




jgjp d�
� 1

p

;

for � measurable functions g on a measure space (
; �). See [2,p.745] for example,
for a proof of this.

Proposition 2.5
Let q := p

p�1 . Let (
; �) be a measure space, s; r : 

2 �! R and,

T [f ] (u) :=

Z



s (u; v) f (v) d� (v)

for � measurable f : 
! R . Assume that

sup
u

Z



js (u; v)j jr (u; v)jq d� (v) � N:

sup
v

Z



js (u; v)j jr (u; v)j�p d� (u) � N:

Then T is a bounded operator from Lp (d�)to Lp (d�). More precisely,

k T kLp(d�)�!Lp(d�)� N:

To apply this to the matrix B, we use the discrete space 
 = f1; 2; 3; :::; ng and the
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measure �(fjg) = 1; 1 � j � n, and let s(j; k) := bjk, for all j; k. We must then
�nd frjkg such that for an appropriate N ,

(2.19) sup
j

nX
k=1

bjkr
q
jk � N ;

(2.20) sup
k

nX
j=1

bjkr
�p
jk � N ;

We set

rjk :=

 R
Ik
!pR

Ij
!p

! 1
pq

and then (2.19-2.20) become

(2.21) sup
j

X
k:jk�jj�K

�3k

jtj � tkj3
� N ;

(2.22) sup
k

�3kR
Ik
!p

X
j:jk�jj�K

R
Ij
!p

jtj � tkj3
� N ;

Our hypothesis (1.7 ) givesX
k:jk�jj�K

�3k

jtj � tkj3
� 2

�3

1X
i=K

1

i (log i)
2 �

2

�3 log(K � 1) :

Next, (2.3) and (2.10) of Lemma 2.2 (with � = 3) show that for jj � kj � K and
s 2 Ij , we have

jtk � sj
jtk � tj j

� 5

4
so X

j:jk�jj�K

R
Ij
!p

jtj � tkj3
� 2

X
j:jk�jj�K

Z
Ij

!p(s)

js� tkj3
ds

� 4K
Z
fs2[�2;2]:js�tkj�2�kg

!p(s)

js� tkj3
ds

� 4�K
R
Ik
!p

�3k
:

In the second last line we used (2.3), which shows that each s 2 [�2; 2] can belong
to at most 2k � 1 of fIjg ; and in the last line we used (1.17). It follows that we
have

k B k`np!`np� maxf
2

�3 log(K � 1) ; 4�Kg

and the result follows from (2.18).�

We can now turn to
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The proof of Theorem 1.2
From (2.6) and Lemmas 2.1, 2.3, 2.4,

(2.23) k P� kpLp[�1;1]� C

"
nX
k=1

jP (tk)jp
Z tk+K+1

tk�K

j`k�jp +
nX
k=1

�Z
Ik

!p
��

jykj
�k

�p#
where C depends only on �; ; �; L;K; p. Next, let m be the smallest integer such
that

2m" � 1:
We see that if � is the doubling constant of !p;Z

Ik

!p � �m
Z tk+"�k

tk�"�k
!p

and then recalling the de�nition (2.4) of yk, we obtain the conclusion of Theorem
1.2. It remains to show that (1.17) holds if the doubling constant � < 8. NowZ

ft2[�2;2]:jt�tj j��jg

!p(t)

jt� tj j3
dt �

1X
k=1

1

(2k�1�j)
3

Z
ft:2k�1�j�jt�tj j�2k�jg

!p(t)dt

�
8
R tj+�j
tj��j !

p

�3j

1X
k=1

�
�

8

�k
=

�

1� �
8

R tj+�j
tj��j !

p

�3j

So (1.17) holds.�

We turn to

The Proof of Theorem 1.1
We apply Theorem 1.2 with ! = 1. Firstly it is easily seen that (1.17) holds with
� = 1

2 . Next, our hypothesis (1.5) givesZ tj+K+1

tj�K

j`j�jp �
Z tj+"�j

tj�"�j
j`j�jp +

Z
t:jt�tj j�"�j

dt

j�0n(tj)j
p jt� tj jp

=

Z tj+"�j

tj�"�j
j`j�jp +

2�j
(j�0n(tj)j �j)

p
"1�p

p� 1 :

Then (1.8) follows from (1.18).�

3. The Proof of Theorem 1.3

In this section, we brie�y indicate the modi�cations required to the proofs in the
previous section. We continue to use the decomposition (2.5). Instead of Lemma
2.1, we have:

Lemma 3.1

(3.1) k J1� kpLp[�1;1]� C1

0@ nX
j=1

�
jyj j
�j

� rp
r�p

Z
Ij

!
rp
r�p

1A
r�p
r

:
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Here C1 depends only on  and K.
Proof
We have by Hölder�s inequality, with parameters � = r

p ; � =
r
r�p so that

1
� +

1
� = 1;

k J1� kLp[�1;1]=k �n�H

24 nX
j=1

yj
�j
jIj j

35 kLp[�1;1]
�k �n�=! kLr[�1;1]k !H

24 nX
j=1

yj
�j
jIj j

35 kL rp
r�p

[�1;1] :

The rest of the proof follows as before.�

The analogue of Lemma 2.3 and 2.4 is:

Lemma 3.2
(3.2)

k J2� kpLp[�1;1]� C2

0@ nX
k=1

jP (tk)jp
Z tk+K+1

tk�K

j`k�jp +
 

nX
k=1

�
jykj
jIkj

� pr
r�p

Z
Ik

!
pr
r�p

! r�p
r

1A
Here C2 depends only on �; ; � and K.
Proof
Firstly (2.12) persists, and the estimate (2.13) for S1 persists. Instead of proceeding
as after (2.13), we use Hölder�s inequality:Z

Jj
j�n�ykgkjp

� 2p
24jP (tk)jp Z

Jj
j�`kjp +

�
jykj
jIkj

�p Z
Jj
j�n�=!jr

! p
r
 Z

Jj
j!H[�k]j

pr
r�p

! r�p
r

35
� 2p

24jP (tk)jp Z
Jj
j�`kjp + p

�
jykj
jIkj

�p Z
Jj
j�n�=!jr

! p
r �Z

Ik

!
pr
r�p

� r�p
r

35
by (1.14). Here of course  is the constant in (1.14) but with p replaced by pr=(r�p)
and then (2.13) and another application of Hölder�s inequality gives

S1 � C

nX
k=1

jP (tk)jp
Z tk+K+1

tk�K

j�`kjp

+C
nX
k=1

�
jykj
jIkj

�p�Z
Jk
j�n�=!jr

� p
r
�Z

Ik

!
pr
r�p

� r�p
r

� C
nX
k=1

jP (tk)jp
Z tk+K+1

tk�K

j�`kjp

+C

�Z 1

�1
j�n�=!jr

� p
r

 
nX
k=1

�
jykj
jIkj

� pr
r�p

Z
Ik

!
pr
r�p

! r�p
r

:
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Next, instead of (2.16), we obtain via an application of Hölder�s inequality �rst to
an integral and then to a sum,

S2 � C
nX
j=1

 Z
Ij

j�n�jp
!0@ X

k:jk�jj�K

jykj
�2k

jtj � tkj3

1Ap

� C

�Z 1

�1
j�n�=!jr

� p
r

0B@ nX
j=1

 Z
Ij

!
pr
r�p

!0@ X
k:jk�jj�K

jykj
�2k

jtj � tkj3

1A
pr
r�p
1CA

r�p
r

:

By proceeding exactly as in Lemma 2.4 with p replaced by pr=(r � p), we obtain

S2 � C

 
nX
k=1

�
jykj
jIkj

� pr
r�p

Z
Ik

!
pr
r�p

! r�p
r

:

Then (3.2) follows.�

The Proof of Theorem 1.3
This is the same as that of Theorem 1.2, except that we use Lemmas 3.1 and 3.2.�

4. The Proof of Cor. 1.4 and 1.5

We begin with

The Proof of Corollary 1.4
By our hypothesis (1.21) (recall that jt� tj j � �j for t 2 [tj�L; tj+L] � [tj�K ; tj+K+1])Z tj+K+1

tj�K

j`j�jp �
�

1

j�0n(tj)j �j

�p Z tj+L

tj�L

j�n�jp �
�

(j�0n(tj)j �j)
p

Z tj+"�j

tj�"�j
!p

so the result follows from (1.18).�

We turn to

The Proof of Corollary 1.5
We assume (I), the proof under (II) is similar. Let M [g](x) denote the usual max-
imal function of a function g 2 L1(R), so that

M [g](x) = sup
�>0

1

2�

Z x+�

x��
jg(y)j dy:

We see that if ��j denotes the characteristic function of (tj�K ; tj+K+1), then for t
in this interval,���� (�n�) (t)t� tj

���� =
����� 1

t� tj

Z t

tj

(�n�)
0
(s)ds

����� �M [(�n�)
0��j ](t)

and then boundedness of the maximal function operator from Lp to Lp givesZ tj+K+1

tj�K

j`j�jp �
1

j�0n(tj)j
p

Z tj+K+1

tj�K

��M [(�n�)0��j ]��p
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� Cp

j�0n(tj)j
p

Z tj+K+1

tj�K

j(�n�)0jp �
Cp�

j�0n(tj)�j j
p

Z tj+"�j

tj�"�j
!p

by (1.23). The constant C is of course just the Lp norm of the maximal function
operator.�

5. The Proof of Theorem 1.7

We begin with a technical lemma:

Lemma 5.1
(a) For t 2 Ij ;
(5.1) C1 � ! (t) =! (tj) � C2;

where C1; C2 depend only on � ; L:
(b) If j; k are such that jj � kj � L and

(5.2) jtj � tkj � 2
�����1� jtj jb

����+ c� ;
then

(5.3) �k � C

�����1� jtj jb
����+ c� ;

where C = C(�;L) only.
(c) ! is an Ap weight, and the constant  in (1.14) may be taken to be independent
of b; c (but depending on �; p):
Proof
(a) Now for k = j � 1;������

���1� jtkj
b

���+ c���1� jtj j
b

���+ c � 1
������ �

1
b jtk � tj j���1� jtj j

b

���+ c �
1
b �j���1� jtj j
b

���+ c � 1

b�
� 2

�
:

Here we have used (1.31). It follows that����1� jtkjb
����+ c � ����1� jtk+1jb

����+ c
uniformly in k, with constants in � depending only on � . Then also uniformly in
k,

(5.4) ! (tk) � ! (tk+1) ;

with constants in � depending only on � ; �. Since (2.3) shows that
tj�K � tj � �j � tj + �j � tj+K ;

we obtain from the local monotonicity of ! that (5.1) holds.
(b) We use (1.7):

�k � jtj � tkj��1 jj � kj�1=3 [1 + log jj � kj]�2=3

� jtj � tkj��1L�1=3 [1 + logL]�2=3 :
Now use our hypothesis on jtj � tkj.
(c) This essentially goes back to Muckenhoupt [15]. A detailed proof of the fact that
 in (1.14) may be taken independent of n can be found for example in [7,Lemma
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3.1]. �

We turn to

The Proof of Theorem 1.7
We assume that K is as in (2.2). Moreover, we write, as at (2.5),

P (t) = Ln [P ] (t) =: J1 (t) + J2 (t) :

The conclusions of Lemmas 2.1 to 2.3 remain valid, since they do not use (1.17).
We merely have to replace Lemma 2.4 by a suitable analogue. We de�ne the matrix
B as in the proof of Lemma 2.4. As at (2.17-2.18), there is the estimate

nX
j=1

 Z
Ij

!p

!0@ X
k:jk�jj�K

jykj �2k
jtj � tkj3

1Ap

�k B kp`np!`np

nX
k=1

�
jykj
jIkj

�p Z
Ik

!p:

Now

(5.5)
Z
Ik

!p � �k! (tk)
p
;

by (5.1), with constants in � depending only on � and L. Then if we can show that
(5.6) k B k`np!`np� C;

where C depends only on �; � ; p; L, the desired result follows from Lemmas 2.1 and
2.3.

To prove (5.6), we use Proposition 2.5, but with a di¤erent choice of rjk from
that used for Theorem 1.2. We set

� :=

�
�q; � � 0;
p; � < 0

and

(5.7) rjk :=

�
�k
�j

� 1
pq
�
! (tk)

! (tj)

� �
pq

:

Let us set

�1 := �
�
1� �

p

�
;�2 := 1 +

�

q
:

Then (2.19) becomes (instead of (2.21)), and because of (5.5),

(5.8) sup
j

X
k:jk�jj�K

�3k

jtj � tkj3
�
! (tk)

! (tj)

��1
� N ;

After swopping the roles of j; k in (2.20), it becomes (instead of (2.22))

(5.9) sup
j

X
k:jk�jj�K

�k�
2
j

jtj � tkj3
�
! (tk)

! (tj)

��2
� N:

Here we want N to depend only on �; p; � ; �;K. Note that

�1� =

�
�q�; � � 0;
0; � < 0

;�2� =

�
0; � � 0;
p�; � < 0
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and then from our restriction (1.29) on �, we deduce that

(5.10) �1 < �`� � 0; ` = 1; 2:
Let

S (j) :=
�
j : jk � jj � K and

����1� jtkjb
����+ c � 1

100

�����1� jtj jb
����+ c��

and let

T (j) :=
�
j : jk � jj � K and

����1� jtkjb
����+ c < 1

100

�����1� jtj jb
����+ c��

denote the complementary range. For ` = 1; 2;

k 2 S (j))
�
! (tk)

! (tj)

��`
� 100�`�;

as �`� � 0. It follows that X
k2S(j)

�3k

jtj � tkj3
�
! (tk)

! (tj)

��1

(5.11) � 100�1�
X

k:jk�jj�K

�3k

jtj � tkj3
� C;

with C depending only on L; �; �; p; � . We have used our spacing condition (1.7)
here. Similarly, X

k2S(j)

�2j�k

jtj � tkj3
�
! (tk)

! (tj)

��2
� 100�2��2j

X
k2S(j)

�k

jtj � tkj3

(5.12) � C�2j

Z
ft:jt�tj j��jg

dt

jt� tj j3
� C;

where C depends only on L; �; �; p; � : We have used (2.3) to estimate the sum by
an integral. Next, let

� :=

����1� jtj jb
����+ c:

For k 2 T (j),

jtj � tkj � b

������1� jtj jb
����+ c�� �����1� jtkjb

����+ c��
� 99b

100

�����1� jtj jb
����+ c� = 99b

100
� � 99

200
�:

Moreover,
jtj � tkj � C�k;

with C 6= C (j; k). Then X
k2T (j)

�3k

jtj � tkj3
�
! (tk)

! (tj)

��1
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� C��1! (tj)
��1

X
k2T (j)

�k! (tk)
�1

(5.13) � C��1! (tj)
��1

X
k2T (j)

Z
Ik

! (t)
�1 dt:

Now k 2 T (j) and t 2 Ik implies that����1� jtjb
����+ c � ����1� jtkjb

����+ c+ �k
b

�
�����1� jtkjb

����+ c��1 + 2

�

�
� �

100

�
1 +

2

�

�
� �

25�
;

by (1.31), and assuming, as we may, that � < 1. Thus we may continue (5.13) as

� C��1! (tj)
��1

Z
ft:j1� jtj

b j+c< �
25� g

! (t)
�1 dt

� 2C��1��1�
Z
ft:j1� t

b j+c< �
25� g

�����1� t

b

����+ c��1� dt:
We now make the substitution 1� t

b = �s and then continue this as

(5.14) � 2C
Z
fs:jsj+ c

�<
1
25� g

�
jsj+ c

�

��1�
ds � C1;

with C1 depending on L; �; p; �; � : note that c=� 2 [0; 1] and �1� > �1. Similarly,X
k2T (j)

�2j�k

jtj � tkj3
�
! (tk)

! (tj)

��2

(5.15) � C��1! (tj)
��2

X
k2T (j)

�k! (tk)
�2 � C1;

as above. Combining (5.11), (5.12), (5.14) and (5.15) gives the required bounds
(5.8) and (5.9), with N depending only on L; �; p; �; � .�

6. The Proof of Theorem 1.9

In the analysis of exponential weights W = e�Q, the Mhaskar-Rahmanov-Sa¤
number an plays an important role: it is the positive root of the equation

(6.1) n =
2

�

Z 1

0

antQ
0 (ant)

dtp
1� t2

:

One of its features is the Mhaskar-Sa¤ identity [14], [19]

k PW kL1[�1;1]=k PW kL1[�an;an]; P 2 Pn:
We also set

(6.2) �n := (nT (an))
�2=3

; n � 1;

(6.3)  n (t) :=

����1� jtj
an

����+ �n;
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and

(6.4) �n (t) := max

(p
 n (t);

1

T (an)
p
 n (t)

)
:

(In [5], [7], �n was denoted by �n, but this would con�ict with our use of �j in this
paper). We let

(6.5) d 2
�
�1
p
;
1

4
� 1
p

�
and d � 0

and

(6.6) � :=
3

4
+ d:

Note that then � satis�es (1.29).
For a given n, we set L = 1 and

�j := tj+1;n � tj�1;n;

(6.7) ! (t) :=  n (t)
�
=  n (t)

3
4+d ;

(6.8) �n (t) := pn�2 (t)

 
1�

�
t

�n�2

�2!
;

(6.9) � (t) := C0W (t) n (t)
d
:

Here C0 6= C0 (n; t) will be chosen small enough later. We begin by summarizing
what we need to apply Theorem 1.7 and to prove Theorem 1.9: we assume through-
out the hypotheses of the latter.

Lemma 6.1
(a) Uniformly in n and j;

(6.10) tj+1;n � tj�1;n � tjn � tj�1;n �
1

n
�n (tjn) :

Moreover, for some C 6= C (j; n) ;

(6.11) tjn � an(1 + C�n):

(b) For some C 6= C (j; k; n) ;

(6.12)
jtjn � tknj

tj+1;n � tj�1;n
� C jj � kj2=3 :

(c) For some � > 0, with � 6= � (j; k; n) ;

(6.13)  n (tjn) � ��j :

(d) Uniformly in j; n; t;

(6.14)  n (tjn) �  n (t) �  n (tj+1;n) ; t 2 [tjn; tj+1;n] :

(e) If C0 is appropriately chosen, then in [�1; 1] ;

j�n�j � !:
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(f) Let K be a �xed positive integer. There exists C 6= C(j; n) such that

(6.15)
Z tj+K+1;n

tj�K ;n

j`j�jp +
�j! (tjn)

p

[�j j�0n(tjn)j]
p � C�jW (tjn)

p
 n (tjn)

dp
:

(g) There exists C 6= C(n; P ) such that for P 2 Pn

(6.16) k (PW ) (t)
�
1� t2

�d kLp[�1;1]� C k (PW ) (t)
�
1� t2

�d kLp[�a2n;a2n] :
We delay the proof of the lemma until after

The Proof of Theorem 1.9
We note �rst that we have veri�ed all the hypotheses of Theorem 1.7 with the above
choices of �n; �; !. Indeed, (6.12) is a stronger form of the spacing condition (1.7),
while (6.13) is a restatement of (1.31), and we have (1.16) from Lemma 6.1(e).
Then setting P := Ln [f ] in (1.32), and taking account of (6.15) gives

(6.17)
Z 1

�1

���Ln [f ]W dn

���p � C
nX
j=1

�j

���fW dn

���p (tjn) ;
with C 6= C (n; f). Let " > 0 and 0 < � < �0 < 1 be chosen so that

(6.18)
Z 1

�

(1� t)dp dt < ":

Then X
jtj j��0

�j

���fW dn

���p (tjn)
� C k fW kpL1[�1;1]

X
jtj j��0

(tj+1;n � tjn) dpn (tjn)

� C k fW kpL1[�1;1]
Z 1

�

 dpn (t) dt:

Here C 6= C (f; n; �; �0; ") and we have used (6.10) and (6.14). Since as n ! 1;
an ! 1� and �n ! 0+, we may continue this for large n as

(6.19) � 2C k fW kpL1[�1;1]
Z 1

�

(1� t)dp dt < 2C k fW kpL1[�1;1] ":

Again we emphasise that C 6= C ("). Next, for n � n0 (�
0) and t 2 [��0; �0], we

have
 dpn (t) � 2 j1� jtjj

dp

so (6.10) gives for such n; X
tj2(��0;�0)

�j

���fW dn

���p (tjn)
� C

X
tj2(��0;�0)

(tj+1;n � tjn) jfW jp (tjn) j1� jtjnjjdp

! C

Z �0

��0
jfW jp (t) j1� jtjjdp dt; n!1;
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recall that fW is bounded and Riemann integrable. Here C 6= C (n; f; �; �0; ").
Combined with (6.17) and (6.19) and letting "! 0+, gives

lim sup
n!1

k Ln [f ]W dn kLp[�1;1]� C k (fW ) (t)
�
1� t2

�d kLp[�1;1];
for some C 6= C (n; f). Next for t 2 [�an; an] ;

 n (t) = 1�
jtj
an
+ �n � 1� jtj+ �n � C

�
1� t2

�
;

as

1� t2 � a22n � a2n �
1

T (an)
>> �n;

see [5,pp.24-25]. Moreover, for t 2 [�a2n; a2n] n [�an; an],

 n (t) �
����1� a2n

an

����+ �n � C

T (an)

� C
�
a23n � a2n

�
� C

�
1� t2

�
;

again see [5,pp.24-25]. Thus,

 n (t) � C
�
1� t2

�
; t 2 [�a2n; a2n]

)  n (t)
d � C

�
1� t2

�d
; t 2 [�a2n; a2n] :

Then the restricted range inequality (6.16) gives

lim sup
n!1

k (Ln [f ]W ) (t)
�
1� t2

�d kLp[�1;1]
� C lim sup

n!1
k (Ln [f ]W ) (t)

�
1� t2

�d kLp[�a2n;a2n]
� C lim sup

n!1
k (Ln [f ]W ) (t) n (t)

d kLp[�1;1]

� C k (fW ) (t)
�
1� t2

�d kLp[�1;1];
where C 6= C (n; f). For any �xed polynomial P , we then deduce that

lim sup
n!1

k (f � Ln [f ]W ) (t)
�
1� t2

�d kLp[�1;1]� C k ((f � P )W ) (t)
�
1� t2

�d kLp[�1;1] :
Here as fW is bounded while dp > �1, we may choose P to make the last right-
hand side arbitrarily small. Then (1.38) follows. Finally, if (1.38) holds for a given
d, it holds for any larger d, so our assumption (6.5) is no real restriction.�

We turn to the proof of Lemma 6.1, but precede it with:

Lemma 6.2
(a)

(6.20)

����1� �n
an

���� � C�n; n � 1:

(b) For 1 � j � n;

(6.21) jxjn � �nj � C�n:
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Proof
(a) It is known [5, Cor. 1.5, p.10] that

(6.22) jpnW j (x) � C

����1� jxjan
�����1=4 ; x 2 (�1; 1)

and
jpnW j (�n) = kpnWkL1[�1;1] � (nT (an))

1=6
= ��1=4n :

Then (6.20) follows.
(b) It follows from (12.4) and (12.5) in [5,p.134] that for 1 � j � n and x 2 (�1; 1) ;

jpnW j (x) � C jx� xjnjn��1n (xjn) n (xjn)
�1=4

:

In particular for x = �n, we obtain

(6.23) ��1=4n � C j�n � xjnjn��1n (xjn) n (xjn)
�1=4

:

Now if with C as in (a),
j1� xjn=anj > 2C�n;

then (a) immediately gives (b). In the contrary case j1� xjn=anj � 2C�n, we see
from the de�nitions (6.3) and (6.4) of �n;  n that

 n (xjn) � �n;�n (xjn) �
1

T (an)
p
�n

so (6.23) becomes

��1=4n � C j�n � xjnjnT (an)
p
�n�

�1=4
n

and then again (b) follows.�

The Proof of Lemma 6.1(a), (d)
It is known that uniformly in j; n [5,p.9]

xjn � xj�1;n �
1

n
�n (xjn) ;

����1� x1n
an

���� � C�n

and uniformly in j; n [5,p.111,eqn. (10.12)]

(6.24)  n (xjn) �  n (xj�1;n)

and hence also

(6.25) �n (xjn) � �n (xj�1;n) :

It is also follows easily from the fact that [5,p.24],

(6.26) 1� an�1
an

� 1

nT (an)
= o (�n) ;

that uniformly in n and x 2 (�1; 1) ;
(6.27)  n (x) �  n�1 (x) ;�n (x) � �n�1 (x) :

Finally,

 n (�n) � �n;�n (�n) �
1

T (an)
p
�n
:

The above relations and Lemma 6.2 (a), (b), directly imply (6.10) and (6.14). Also
(6.11) follows from Lemma 6.2 (a), and from the bound above for x1n. �
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The Proof of Lemma 6.1(c)
In view of (6.10), it su¢ ces to show that for some C 6= C (j; n) ;

 n (tjn) �
C

n
max

(q
 n (tjn);

1

T (an)
p
 n (tjn)

)
:

This, in turn, is equivalent to bothq
 n (tjn) �

C

n
;

and

 n (tjn)
3=2 � C

nT (an)
= C�3=2n :

The last inequality immediately follows from the de�nition of  n. Since [5,p.24],
T (an) = o

�
n2
�
,

�n = (nT (an))
�2=3

>> n�2;

and then the former inequality follows asq
 n (tjn) �

p
�n >>

1

n
:

�

Proof of Lemma 6.1(b)
From (6.10) and (6.14), Z tj+1;n

tjn

��1n � 1

n

whence if k 6= j;

(6.28)

�����
Z tkn

tjn

��1n

����� � jk � jj
n

:

We consider 4 subcases, thereby treating all possibilities with tjn; tkn � 0; the
remaining cases are similar:
(I) 0 � tjn; tkn � a3n=4:
Then for t between tjn and tkn;

�n (t) �
p
 n (t) =

r
1� t

an
+ �n

whence (6.28) gives

jk � jj
n

�
����q n (tjn)�p n (tkn)���� = a�1n jtjn � tknjp

 n (tjn) +
p
 n (tkn)

:

Then our spacing (6.10) gives

jtkn � tjnj
tj+1;n � tj�1;n

� jk � jj
p
 n (tjn) +

p
 n (tkn)p

 n (tjn)
� jk � jj :

Thus we have (6.12) in a stronger form.
(II) an=2 � tjn;tkn < 1:



MARCINKIEWICZ-ZYGMUND INEQUALITIES 27

Then for t between tjn and tkn;

�n (t) �
1

T (an)
p
 n (t)

� 1

T (an)
q
1� t

an
+M�n

;

where the large enough M > 0 may be chosen independent of n; t; j; k and we are
using the fact that all tjn � an(1 + C�n). Then (6.28) gives

(6.29) T (an)

�����
�
1� tjn

an
+M�n

�3=2
�
�
1� tkn

an
+M�n

�3=2����� � jk � jj
n

:

Using ��v3 � u3�� � ��v2 � u2�� (v + u) ; u; v > 0
gives

T (an) jtjn � tknj
�����
�
1� tjn

an
+M�n

�1=2
+

�
1� tkn

an
+M�n

�1=2����� � jk � jj
n

and hence

(6.30)
jtkn � tjnj

tj+1;n � tj�1;n
� jk � jj

q
1� tjn

an
+M�nq

1� tjn
an
+M�n +

q
1� tkn

an
+M�n

:

If

1� tjn
an

+M�n �
1

4

�
1� tkn

an
+M�n

�
;

then we obtain a stronger form of (6.12). Otherwise, (6.29) gives

jk � jj � nT (an)

�
1� tkn

an
+M�n

�3=2

) jk � jj1=3 � (nT (an))1=3
�
1� tkn

an
+M�n

�1=2
=

s
1� tkn

an
+M�n

�n
so (6.30) gives

jtkn � tjnj
tj+1;n � tj�1;n

� jk � jj2=3
s
1� tkn

an
+M�n

�n

q
1� tjn

an
+M�nq

1� tkn
an
+M�n

= jk � jj2=3
s
1� tjn

an
+M�n

�n
�
p
M jk � jj2=3 :

(III) tkn � a3n=4; 0 � tjn � an=2
Here (6.28) becomesZ a2n=3

tjn

dtq
1� t

an
+M�n

+

Z xkn

a2n=3

T (an)

r
1� t

an
+M�ndt �

k � j
n

;

Via some straightforward estimations, that are similar to those in (I), (II), and by
using

�n = o

�
1

T (an)

�
and 1�

a2n=3

an
� 1

T (an)
;
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we deduce that the �rst integral gives the dominant term:r
1� tjn

an
� k � j

n
:

Next,

1� tkn
an

� 1�
a3n=4

an
= 1�

an=2

an
�
�
a3n=4 � an=2

an

�
and [5,p.25],

1�
an=2

an
� 1

T (an)
�
a3n=4 � an=2

an

so for some 0 < C < 1 with C 6= C (j; k; n) ;

1� tkn
an

�
�
1�

an=2

an

�
(1� C) �

�
1� tjn

an

�
(1� C) :

Then

tkn � tjn = an

��
1� tjn

an

�
�
�
1� tkn

an

��
� 1� tjn

an
;

so
jtkn � tjnj

tj+1;n � tj�1;n
�

1� tjn
an

1
n

q
1� tjn

an

� k � j:

Again, we have (6.12) in a stronger form.
(IV) tjn � a3n=4; 0 � tkn � an=2
As in (III), we obtain

(6.31)

r
1� tkn

an
� jk � jj

n

and also

tjn � tkn � 1�
tkn
an

:

Then
jtkn � tjnj

tj+1;n � tj�1;n
�

1� tkn
an

1

nT (an)
q
1� tjn

an
+M�n

� CnT (an)
p
�n

�
1� tkn

an

�

= C

�
T (an)

�
1� tkn

an

��2=3 �
n2
�
1� tkn

an

��1=3
� C

�
T (an)

�
1�

an=2

an

��2=3 h
jj � kj2

i1=3
� C jj � kj2=3 :

Here we have used (6.31) and [5,p.25],

1�
an=2

an
� 1

T (an)
:

�
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Proof of Lemma 6.1(e)
Now from (6.8) and (6.9),

j�n�j (t) = C0 jpn�2W j (t)
�����1�

�
t

�n�2

�2����� n (t)d :
Here from Lemma 6.2 (a) and (6.26),�����1�

�
t

�n�2

�2����� � C

�����1� jtj
an

����+ �n� = C n (t)

while from (6.22) and (6.27),

jpn�2W j (t) � C n (t)
�1=4

:

Thus
j�n�j (t) � C0C n (t)

d+3=4
= C0C! (t) :

So, with C0 := 1=C, we obtain (1.16). �

Proof of Lemma 6.1(f)
We have to show that for some C 6= C(n; j);

(6.32)
Z tj+K+1;n

tj�K ;n

j`j�jp � C�jW (tjn)
p
 n (tjn)

dp

and

(6.33)
�j! (tjn)

p

[�j j�0n(tjn)j]
p � C�jW (tjn)

p
 n (tjn)

dp
:

Let us set m := n� 2. Suppose �rst that tjn = xkm, some 1 � k � m. Then

`j (x) =
pm (x)

p0m (xkm) (x� xkm)
1�

�
x
�m

�2
1�

�
xkm
�m

�2 :
Here by (12.5) in [5,p.134],����pm (x)W (x)W�1 (xkm)

p0m (xkm) (x� xkm)

���� � C1;

where C1 is independent of m; k; x. Also for x 2 [tj�k;n; tj+K+1;n], Lemma 6.2(a),
(b) and Lemma 6.1(a) give �������

1�
�
x
�m

�2
1�

�
xkm
�m

�2
������� � C2

whence
j`j (x) � (x)j � C1C2W (xkm) n (x)

d �W (tjn) n (tjn)
d
;

recall (6.14). This and Lemma 6.1(a) gives (6.32). Next, suppose that tjn = �m.
Then,

`j (x) =
pm (x)

pm (�m)

1 + x
�m

2
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so

j`j (x)W (x)j � C

���� (pmW ) (x)(pmW ) (�m)

����W (�m) � CW (�m) :

Then it is easily seen that (6.32) persists for such j.

We turn to the proof of (6.33). Now if tjn = xkm, then

�0n (tjn) = p0m (xkm)

 
1�

�
xkm
�m

�2!
and by [5,p.11] and [5,p.9]

j(p0mW ) (xkm)j � mmin

�
1

 m (xkm)
; T (am)

�
 m (xkm)

1=4

� m m (xkm)
�1=4

�m (xkm)
�1 �  m (xkm)

�1=4
(xkm � xk+1;m) �  n (tjn)

�1=4
��1j ;

by Lemma 6.1(a) and (6.27). Since also by Lemma 6.1(a),�����1�
�
xkm
�m

�2����� �  n (xkm) =  n (tjn)

we obtain
j�0n (tjn)j �  n (tjn)

3=4
W�1 (tjn) �

�1
j :

Then

�j! (tjn)
p

[�j j�0n(tjn)j]
p � �jW

p (tjn)

�
! (tjn)

 n(tjn)
3=4

�p
= �jW

p (tjn) n (tjn)
dp
:

So we have (6.33). Finally, if tjn = �m,

�0n (tjn) = �
2

�n
pm (�m) ;

then
j�0n (tjn)j � jpmW j (�m)W�1 (�m)

= kpmW kL1(I) W�1 (�m) � ��1=4n W�1 (tjn) :

Since also for such tjn; �j � �n �  n (tjn), we obtain

�j! (tjn)
p

[�j j�0n(tjn)j]
p � �jW

p (tjn)

 
! (tjn)

�
3=4
n

!p
� �jW

p (tjn) �
dp
n � �jW

p (tjn) n (tjn)
dp
:

So we have (6.33) in all cases. �

Finally, we give

The Proof of Lemma 6.1(g)
We pass over some of the details of this proof, as such proofs are standard. Now
for P 2 Pn;

k (PW ) (t)
�
1� t2

�d kLp(jtj�a2n)
�k PW kL1(jtj�a2n)k

�
1� t2

�d kLp[�1;1]
� exp

�
�nC1

�
k PW kL1[�1;1]k

�
1� t2

�d kLp[�1;1] :
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Here C1 6= C1 (n; P )�see [5,pp.61-62] for this last step. In turn, since the Christo¤el
functions for the weight W 2 decline no faster than a power of n [5,p.8,Cor.1.3], one
may easily deduce that for some C2 6= C2 (n; P ) ;

k PW kL1[�1;1]� nC2 k PW kLp[�an;an] :
Then we deduce that

k (PW ) (t)
�
1� t2

�d kLp(jtj�a2n)
� C k PW kLp[�an;an]� C k (PW ) (t)

�
1� t2

�d kLp[�an;an] :
Then (6.16) follows easily.�
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