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Abstract

We prove that Perron’s method and the method of half-relaxed limits of Barles-Perthame works for the so called $B$-continuous viscosity solutions of a large class of fully nonlinear unbounded partial differential equations in Hilbert spaces. Perron’s method extends the existence of $B$-continuous viscosity solutions to many new equations that are not of Bellman type. The method of half-relaxed limits allows limiting operations with viscosity solutions without any a priori estimates. Possible applications of the method of half-relaxed limits to large deviations, singular perturbation problems, and convergence of finite dimensional approximations are discussed.
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1 Introduction

In this paper we investigate the possibility of extending Perron’s method and the method of half-relaxed limits of Barles-Perthame to a class of equations in infinite dimensional Hilbert spaces of the form

$$u + \langle Ax, Du \rangle + F(x, Du, D^2u) = 0$$

and their time dependent versions

$$\begin{cases} 
u_t + \langle Ax, Du \rangle + F(t, x, Du, D^2u) = 0 & (t, x) \in (0, T) \times H \\ u(0, x) = g(x). \end{cases}$$
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Above $H$ is a real separable Hilbert space with the inner product $\langle \cdot , \cdot \rangle$ and norm $\| \cdot \|$, and $A$ is a linear, maximal monotone operator in $H$. The symbols $Du, D^2 u$ denote the Fréchet derivatives of $u$. This is a large class of equations that includes Hamilton-Jacobi-Bellman (HJB) equations for optimal control of stochastic semilinear PDE (for instance stochastically perturbed reaction diffusion equations) and delay equations, Isaacs equations, infinite dimensional Black-Scholes-Barenblatt equation for option pricing, and many others.

There exists a good theory of such equations based on the notion of the so called $B$-continuous viscosity solution [5, 6, 25]. The theory however still lacks several key components that are among the main tools of viscosity solutions in finite dimensions, namely Perron’s method and the method of half-relaxed limits. Perron’s method is the main technique for producing viscosity solutions of PDE in finite dimensional spaces (see [3]). It is based on the principle that the supremum of the family of all viscosity subsolutions of an equation is a viscosity solution and so all we need to do to prove existence of a viscosity solution is to produce one sub- and one super-solution. Despite previous efforts it is still not known if a version of Perron’s method can be implemented for $B$-continuous viscosity solutions of (1.1) and (1.2), even if the equations are of first order. Perron’s method works with Ishii’s definitions of solutions [17, 18] (see also [23]) however his notion of solution [18] does not seem applicable to stochastic optimal control problems and is not used. Half-relaxed limits of Barles-Perthame (see [3]) are perhaps an even more fundamental technique in the theory of viscosity solutions that is widely used to pass to weak limits without any a priori estimates. A huge part of the success of viscosity solutions is based on the fact that limiting operations are very easy in this framework. It is known that due to the lack of local compactness in infinite dimensional spaces this procedure may not work in general, even for simple equations with $A = 0$ (see [1, 26]).

In this paper we will show that both Perron’s method and the method of half-relaxed limits can be adapted for equations (1.1) and (1.2) if the operator $B$ satisfies a coercivity condition (2.2). It has been noticed before [2, 8, 13, 14, 15, 16] that a condition of this type leads to a stronger definition of viscosity solution and this stronger definition of solution will help us overcome technical difficulties needed to implement both methods.

Apart from providing an easy method to produce solutions another consequence of Perron’s method will be new existence results for a large class of equations of the above types. Currently there exist two methods for proving existence of $B$-continuous viscosity solutions of (1.1) and (1.2); by finite dimensional approximations [25], and by using stochastic analysis to show that the value function of the associated stochastic optimal control problem solves the PDE [13, 15, 16, 19]. The first is limited to the case of the operator $B$ (see Section 2) being compact and the second is limited to HJB equations related to optimal control problems. Perron’s method will allow to construct solutions for general operators $B$ and equations that are not of Bellman type, for instance for Isaacs equations related to stochastic differential games. The method of half-relaxed limits should have significant impact on the theory of PDE in Hilbert spaces, especially since passing to limits in infinite dimensional spaces is very difficult even with good a priori estimates. Moreover we anticipate many other interesting applications, for instance in the theory of large deviations and risk sensitive control. In these problems one has to deal with small
noise limits that correspond to singular perturbation problems for the associated HJB
equations. For instance for diffusions driven by stochastic PDE with additive noise these
HJB equations may have the form

\[(u_\epsilon)_t - \epsilon \text{Tr}(Q D^2 u_\epsilon) + \langle Ax, Du_\epsilon \rangle + F(t, x, Du_\epsilon) = 0\]

for some trace class operator \(Q = Q^* \geq 0\), and one is interested in the behavior of their
solutions \(u_\epsilon\) as \(\epsilon \to 0\). Recently Feng and Kurtz [12] proposed a very general framework
for large deviations based on viscosity solutions in abstract spaces. However they only use
viscosity solutions of the limiting first-order equation and the rest of the method relies
on convergence of nonlinear semigroups and stochastic analysis making it rather cumber-
some to apply. Similar approach is used in [10, 11] for Hilbert space valued diffusions. In
[11] Tataru’s definition of viscosity solution [27, 28, 7] is used for the limiting first order
Hamilton-Jacobi equation and the passage to the limit is based on the convergence of
generators and the comparison principle for the limiting Hamilton-Jacobi equation. We
think that the theory of second-order HJB equations is crucial to a good PDE approach
to large deviations. The method of half-relaxed limits is a purely analytical technique that
makes passing to singular limits almost trivial. It seems to be a perfect tool for large devi-
ation arguments for Hilbert space valued diffusions, including exit time problems. We will
present applications to large deviations in a future publication. Another possible applica-
tions of the method of half-relaxed limits include convergence results for finite dimensional
approximations that would give a “Galerkin” type procedure for (1.1) and (1.2) without
any a priori estimates. Apart from its theoretical value such a method may for instance help produce numerical methods for solving infinite dimensional equations, and may help
develop procedures for constructing \(\epsilon\)-optimal feedback controls. The possibilities seem
wide open.

Finally we refer the reader to [9] for an overview of the established theory of PDE in
Hilbert spaces by methods other than viscosity solutions.

2 Notation and assumptions

We will always identify \(H\) with its dual space. With this identification we can interpret
the Frechet derivatives \(Du(x)\) and \(D^2u(x)\) as respectively an element of \(H\) and a bounded,
self-adjoint operator in \(H\). We will denote the space of bounded, self-adjoint operators in
\(H\) by \(S(H)\).

Throughout the paper \(B\) will be a fixed bounded, positive, self-adjoint operator such that \(A^*B\) is bounded and

\[\langle (A^*B + C_0 B)x, x \rangle \geq 0, \text{ for some } C_0 > 0 \text{ and all } x \in H. \tag{2.1}\]

Such an operator always exists, for instance \(B = (A^*+I)^{-1}(A+I)^{-1}\) or \(B = ((A+I)(A^*+
I))^{-1/2}\). We refer the reader to [22] for the proof of the latter and to [5] for examples of
other possible \(B\) in some particular cases. Operator \(B\) defines spaces \(H_\alpha\). For \(\alpha < 0\)
we define \(H_\alpha\) as the completion of \(H\) under the norm \(\|x\|_\alpha = \|B^{\alpha/2}x\|\), and for \(\alpha > 0\),
\(H_\alpha = R(B^{\alpha/2})\) equipped with the norm \(\|x\|_\alpha = \|B^{-\alpha/2}x\|\). They are Hilbert spaces with
the inner product \( \langle x, y \rangle_\alpha = \langle B^{-\alpha/2}x, B^{-\alpha/2}y \rangle \), \( H_\alpha \), and \( H_{-\alpha} \) are dual to each other, and \( B^{\alpha/2} \) is an isometry between \( H_\beta \) and \( H_{\beta+\alpha} \).

We will require that \( A \) satisfy the coercivity condition

\[
\langle A^* x, x \rangle \geq \lambda \|x\|^2_1, \quad \text{for } x \in D(A^*)
\]

for some \( \lambda > 0 \).

The above implies in particular that \( D(A^*) \subset H_1 \). This assumption is satisfied for instance for self-adjoint invertible operators \( A \) if \( B = A^{-1} \).

We will always assume that \( F : [0, T] \times H \times H \times \mathcal{S}(H) \to \mathbb{R} \) is locally uniformly continuous and is degenerate elliptic, i.e.

\[
F(t, x, p, X) \geq F(t, x, p, Y) \quad \text{when } X \leq Y.
\]

Let \( \{e_1, e_2, \ldots, e_n, \ldots\} \) be a basis of \( H_{-1} \) made of elements of \( H \). Given \( N \geq 1 \) let \( V_N = \text{span}\{e_1, e_2, \ldots, e_N\} \), and let \( P_N \) denote the orthogonal projection of \( H_{-1} \) onto \( V_N \). Denote \( Q_N = I - P_N \) where \( I \) is the identity in \( H_{-1} \) here. We will sometimes need several additional conditions on the Hamiltonian \( F \). Let \( k \geq 0 \).

\( \text{(1)}_k \) There exists a radial function \( \mu(x) = \mu(\|x\|) \) satisfying Definition 3.1(iii) and \( K > 0 \) such that

\[
\lim_{\|x\| \to \infty} \frac{\mu(x)}{\|x\|^k} = +\infty
\]

and such that for every positive real number \( \alpha, t \in [0, T], x, p, H, X \in \mathcal{S}(H) \)

\[
|F(t, x, p + \alpha D\mu(x), X + \alpha D^2\mu(x)) - F(t, x, p, X)| \leq K\alpha(1 + \mu(x)).
\]

\( \text{(2)} \) For all \( t \in [0, T], x, p, H, R > 0 \)

\[
\sup\{|F(t, x, p, X + \lambda BQ_N) - F(t, x, p, X)| : \|X\|, |\lambda| \leq R, P_N^* X P_N = X\} \to 0
\]

as \( N \to +\infty \).

\( \text{(3)} \) There exist moduli \( \omega_R \) such that

\[
F(t, x, \frac{B(x - y)}{\epsilon}, X) - F(t, y, \frac{B(x - y)}{\epsilon}, -Y) \geq -\omega_R(\|x - y\|^{-1}(1 + \frac{\|(x - y)\|_1}{\epsilon}))
\]

whenever \( \|x\|, \|y\| \leq R \) and \( X, Y \) satisfy the inequality

\[
\begin{pmatrix}
X & 0 \\
0 & Y
\end{pmatrix} \leq \frac{2}{\epsilon} \begin{pmatrix}
BP_N & -BP_N \\
-BP_N & BP_N
\end{pmatrix}.
\]

We point out that condition (3) can be weakened if \( A \) and \( B \) satisfy a stronger version of (2.1), namely if

\[
\langle (A^* B + C_0 B)x, x \rangle \geq \|x\|^2, \quad \text{for some } C_0 > 0 \text{ and all } x \in H.
\]
According to [22], (2.3) is always satisfied for \( B = ((A + I)(A^* + I))^{-1/2} \) if (2.2) holds and \([D(A), H]_{1/2} = [D(A^*), H]_{1/2} = H_1\), where \([\cdot, \cdot]_{1/2}\) is the interpolation space (see [20]). Also it is easy to see that (2.3) holds if (2.2) holds and for instance if \( \|(B^{1/2}A^*B^{1/2} - A^*B)x\| \leq C_1\|x\|_{-1} \). To see this it is enough to notice that

\[
\langle A^*Bx, x \rangle \geq \langle B^{1/2}A^*B^{1/2}x, x \rangle - C_2\|x\|_{-1}\|x\| - \frac{\lambda}{2}\|x\|^2 - C_2\|x\|_{-1}^2.
\]

In particular it holds if \( A \) is self-adjoint and invertible and \( B = A^{-1} \). However we will not state any results for the stronger case (2.3).

We will say that a function \( u : [0, T] \times H \to \mathbb{R} \) is \( B \)-upper semicontinuous (respectively, \( B \)-lower semicontinuous) if whenever \( t_n \to t \) and \( \|x_n - x\|_{-1} \to 0 \) for a bounded sequence \( x_n \) then \( \lim \sup_{n \to \infty} u(t_n, x_n) \leq u(t, x) \) (respectively, \( \lim \inf_{n \to \infty} u(t_n, x_n) \geq u(t, x) \)). A function is \( B \)-continuous if it is both \( B \)-upper semicontinuous and \( B \)-lower semicontinuous. A function is locally uniformly \( B \)-continuous on \( [0, T] \times H \) if it is uniformly continuous in \( | \cdot | \times \| \cdot \|_{-1} \) norm on bounded subsets of \( [0, T] \times H \).

We will write \( u^* \) and \( u_* \) to denote the upper- and lower-semicontinuous envelopes of \( u \) in the \( | \cdot | \times \| \cdot \|_{-1} \) norm, i.e.

\[
u^*(t, x) = \lim \sup \{u(s, y) : s \to t, \|y - x\|_{-1} \to 0\},
\]

\[
u_*(t, x) = \lim \inf \{u(s, y) : s \to t, \|y - x\|_{-1} \to 0\}.
\]

For a Hilbert space \( V \) we will be using the following function spaces.

\[
C^2(V) = \{u : V \to \mathbb{R} : Du, D^2u \text{ are continuous}\},
\]

\[
C^{1,2}((0, T) \times V) = \{u : (0, T) \times V \to \mathbb{R} : u_t, Du, D^2u \text{ are continuous}\}.
\]

We will write \( L(V) \) for the space of bounded, linear operators in \( V \) equipped with the operator norm.

## 3 Viscosity solutions

In order to obtain Perron’s method we will have to deal with discontinuous solutions. Therefore we need two definitions of viscosity solutions. The more usual one is that is a stronger version of the definition from [25], and a discontinuous viscosity solution that is based on the notion given for first order equations by Ishii [17].

**Definition 3.1.** A function \( \psi \) is a test function if \( \psi = \varphi \pm \delta(t)h(\|x\|) \), where:

(i) \( \varphi \in C^{1,2}((0, T) \times H) \), and is such that \( \varphi \) is \( B \)-continuous, \( \varphi_t, A^*D\varphi, D\varphi, D^2\varphi \) are uniformly continuous on closed subsets of \( (0, T) \times H \).

(ii) \( \delta \in C^1((0, T)) \) is such that \( \delta > 0 \) on \( (0, T) \).

(iii) \( h \in C^2([0, +\infty)) \) and is such that \( h'(0) = 0, h''(0) > 0, h'(r) > 0 \) for \( r \in (0, +\infty) \).
For stationary equations $\varphi$ is independent of $t$ and $\delta(t) \equiv 1$.

We remark that even though $\|x\|$ is not differentiable at 0, the function $h(\|x\|) \in C^2(H)$ for a test function $h$ as above. Notice also that if $\|x\| \to 0$ then $h'(\|x\|)/\|x\| \to h''(0) > 0$ so the term $h'(\|x\|)/\|x\|$ is bounded away from 0 on bounded sets.

**Definition 3.2.** A locally bounded $B$-upper semi-continuous function $u$ is a viscosity subsolution of (1.1) if whenever $u - \psi$ has a local maximum at a point $x$ for a test function $\psi = \varphi + h(\|x\|)$ then

$$x \in H_1$$

and

$$u(x) + \lambda \|x\|^2 \frac{h'(\|x\|)}{\|x\|} + \langle x, A^*D\varphi(x) \rangle + F(x, D\psi(x), D^2\psi(x)) \leq 0.$$  

A locally bounded $B$-lower semi-continuous function $u$ is a viscosity supersolution of (1.1) if whenever $u - \psi$ has a local minimum at a point $x$ for a test function $\psi = \varphi - h(\|x\|)$ then

$$x \in H_1$$

and

$$u(x) - \lambda \|x\|^2 \frac{h'(\|x\|)}{\|x\|} + \langle x, A^*D\varphi(x) \rangle + F(x, D\psi(x), D^2\psi(x)) \geq 0.$$  

A viscosity solution of (1.1) is a function which is both a viscosity subsolution and a viscosity supersolution.

**Definition 3.3.** A locally bounded $B$-upper semi-continuous function $u$ is a viscosity subsolution of (1.2) if whenever $u - \psi$ has a local maximum at a point $(t, x) \in (0, T) \times H$ for a test function $\psi(s, y) = \varphi(s, y) + \delta(s)h(\|y\|)$ then

$$x \in H_1$$

and

$$\psi_t(t, x) + \lambda \|x\|^2 \delta(t) \frac{h'(\|x\|)}{\|x\|} + \langle x, A^*D\varphi(t, x) \rangle + F(t, x, D\psi(t, x), D^2\psi(t, x)) \leq 0.$$  

A locally bounded $B$-lower semi-continuous function $u$ is a viscosity supersolution of (1.2) if whenever $u - \psi$ has a local minimum at a point $(t, x) \in (0, T) \times H$ for a test function $\psi(s, y) = \varphi(s, y) - \delta(s)h(\|y\|)$ then

$$x \in H_1$$

and

$$\psi_t(t, x) - \lambda \|x\|^2 \delta(t) \frac{h'(\|x\|)}{\|x\|} + \langle x, A^*D\varphi(t, x) \rangle + F(t, x, D\psi(t, x), D^2\psi(t, x)) \geq 0.$$  

A viscosity solution of (1.2) is a function which is both a viscosity subsolution and a viscosity supersolution.
Definition 3.4. A locally bounded function $u$ is a discontinuous viscosity subsolution of (1.1) if whenever $(u - h(\| \cdot \|))^* - \varphi$ has a local maximum in the topology of $\| \cdot \|_1$ at a point $x$ for test functions $\varphi, h(\|y\|)$ such that

$$u(y) - h(\|y\|) \to -\infty \quad \text{as} \quad \|y\| \to \infty$$

then

$$x \in H_1$$

and

$$(u - h(\| \cdot \|))^*(x) + h(\|x\|) + \lambda \|x\|_1^2 \frac{h'(\|x\|)}{\|x\|} + \langle x, A^* D \varphi(x) \rangle$$

$$+ F(x, D\varphi(x), D^2 \psi(x)) \leq 0,$$

where $\psi = \varphi + h(\|y\|)$.

A locally bounded function $u$ is a discontinuous viscosity supersolution of (1.1) if whenever $(u + h(\| \cdot \|))^* - \varphi$ has a local minimum in the topology of $\| \cdot \|_1$ at a point $x$ for test functions $\varphi, h(\|y\|)$ such that

$$u(y) + h(\|y\|) \to +\infty \quad \text{as} \quad \|y\| \to \infty$$

then

$$x \in H_1$$

and

$$(u + h(\| \cdot \|))^*(x) - h(\|x\|) - \lambda \|x\|_1^2 \frac{h'(\|x\|)}{\|x\|} + \langle x, A^* D \varphi(x) \rangle$$

$$+ F(x, D\varphi(x), D^2 \psi(x)) \geq 0,$$

where $\psi = \varphi - h(\|y\|)$.

A discontinuous viscosity solution of (1.1) is a function which is both a discontinuous viscosity subsolution and a discontinuous viscosity supersolution.

Definition 3.5. A locally bounded function $u$ is a discontinuous viscosity subsolution of (1.2) if whenever $(u - \delta(h(\| \cdot \|))h(\|y\|))^* - \varphi$ has a local maximum in the topology of $\| \cdot \|_1 \times \| \cdot \|_1$ at a point $(t, x)$ for test functions $\varphi, \delta(s)h(\|y\|)$ such that

$$u(s, y) - \delta(s)h(\|y\|) \to -\infty \quad \text{as} \quad \|y\| \to \infty \quad \text{locally uniformly in} \ s$$

then

$$x \in H_1$$

and

$$\psi(t, x) + \lambda \|x\|_1^2 \delta(t) \frac{h'(\|x\|)}{\|x\|} + \langle x, A^* D \varphi(t, x) \rangle$$

$$+ F(t, x, D\varphi(t, x), D^2 \psi(t, x)) \leq 0,$$

where $\psi(s, y) = \varphi(s, y) + \delta(s)h(\|y\|)$.

A locally bounded function $u$ is a discontinuous viscosity supersolution of (1.2) if whenever
(u + δ(·)h(∥·∥))∗ − ϕ has a local minimum in the topology of |·| × ∥·∥ at a point (t, x) for test functions ϕ, δ(s)h(∥y∥) such that

\[ u(s, y) + δ(s)h(∥y∥) \to +\infty \quad \text{as } ∥y∥ \to \infty \text{ locally uniformly in } s \]  

(3.4)

then

\[ x \in H \]

and

\[ ψ_t(t, x) - λ∥x∥^2δ(t) \frac{h(|x|)}{∥x∥} + \langle x, A^*Dϕ(t, x) \rangle + F(t, x, Dϕ(t, x), D^2ψ(t, x)) \geq 0, \]

where ψ(s, y) = ϕ(s, y) − δ(s)h(∥y∥).

A discontinuous viscosity solution of (1.2) is a function which is both a discontinuous viscosity subsolution and a discontinuous viscosity supersolution.

If a subsolution (respectively, supersolution) in Definition 3.4 or 3.5 is \(B\)-upper semi-continuous (respectively, \(B\)-lower semi-continuous) then it is easy to see that Definitions 3.4 and 3.5 reduce to Definitions 3.2 and 3.3 respectively, since if \(u\) is \(B\)-upper semi-continuous (respectively, \(B\)-lower semi-continuous) then \((u + δ(·)h(∥·∥))∗(x) = u(x) − h(∥x∥)\) (respectively, \((u + h(∥·∥))∗(x) = u(x) + h(∥x∥)\)).

**Lemma 3.6.** Without loss of generality the maxima and minima in Definitions 3.2 and 3.3 can be assumed to be global and strict in the \(|·|\times∥·∥\) norm and the maxima and minima in Definitions 3.4 and 3.5 can be assumed to be global and strict in the \(|·|\times∥·∥\) \(l_1\) norm. However it is not clear if they can be strict in the \(|·|\times∥·∥\) norm. Finally without loss of generality we can always assume that functions in Definitions 3.2 and 3.3 satisfy (3.1)-(3.4). Moreover we can also assume that functions in Definitions 3.4 and 3.5 satisfy

\[ (u − δ(·)h(∥·∥))∗(t, x) − ϕ(t, x) \to −\infty, \quad (u + δ(·)h(∥·∥))∗(t, x) − ϕ(t, x) \to +\infty \]

as \(∥x∥ \to \infty\) locally uniformly in \(t\).

**Proof.** Let \(u\) be a \(B\)-upper semi-continuous function and let

\[ (u − h − ϕ)(x) ≥ (u − h − ϕ)(y) \quad \text{for } y \in B_R(x) \]

for some \(R > 0\), i.e. \(u − h − ϕ\) has a local maximum at \(x\) for test functions \(ϕ\) and \(h\). We will show that there exist test functions \(\tilde{ϕ}\) and \(\tilde{h}\) such that \(D\tilde{ϕ}(x) = Dϕ(x), D^2\tilde{ϕ}(x) = D^2ϕ(x), Dh(x) = Dh(x), D^2h(x) = D^2h(x)\), and \(u − \tilde{h} − \tilde{ϕ}\) has a strict global maximum at \(x\). Let \(g \in C^2([0, \infty))\) be an increasing function such that

\[ 1 + r^2 + \sup_{∥y∥ \leq r} |u(y)| \leq g(r). \]
Let $g_1 \in C^2([0, \infty))$ be a function such that
\[
g_1(r) = \begin{cases} 
0 & r \leq \|x\| + 1, \\
\text{increasing} & \|x\| + 1 < r < \|x\| + 2, \\
g(r) & r \geq \|x\| + 2.
\end{cases}
\]
Let $\varphi_1 \in C^2([0, \infty))$ be defined by
\[
\varphi_1(r) = \begin{cases} 
r^4 & r \leq 1, \\
\text{increasing} & 1 < r < 2, \\
2 & r \geq 2.
\end{cases}
\]
Now for $n \geq 1$ consider the function
\[
\Phi_n(y) = u(y) - \varphi(y) - n\varphi_1(\|x - y\|_1) - h(\|y\|) - g_1(\|y\|).
\]
Obviously we have
\[
\Phi_n(x) = u(x) - \varphi(x) - h(\|x\|).
\]
Suppose that for every $n$ there exists $y_n$ such that $\Phi_n(y_n) \geq \Phi_n(x)$. Then we must have $\|x - y_n\|_1 \to 0$ as $n \to \infty$ and $\|y_n\| \leq C$, i.e. $y_n \to x$. Since $u$ is $B$-upper semi-continuous, $\varphi$ is $B$-continuous, and $h$ is strictly increasing, this implies that $\|y_n\| \to \|x\|$, and therefore $y_n \to x$ in $H$. But then $y_n \in B_R(x)$ for big $n$ and so we get
\[
\Phi_n(y_n) < u(y) - \varphi(y) - h(\|y\|) \leq u(x) - \varphi(x) - h(\|x\|)
\]
which is a contradiction. Therefore there must exist $n_0$ such that $\Phi_{n_0}(y) < \Phi_{n_0}(x)$ for $y \neq x$. It then easily follows that $\Phi_{n_0+1}$ has a strict global maximum at $x$. Therefore the conclusion follows with $\tilde{\varphi}(y) = \varphi(y) - (n_0+1)\varphi_1(\|x - y\|_1)$ and $\tilde{h}(\|y\|) = h(\|y\|) - g_1(\|y\|)$.

The fact that the maxima and minima in Definition 3.4 can be assumed to be global and strict in the $\| \cdot \|_1$ norm is obvious and the final statements about the convergences at $\infty$ follow from the construction of $\tilde{\varphi}$ and $\tilde{h}$.

**Remark 3.7.** There are other possibilities for the choice of test functions that would give good theory. For instance one can replace the functions $\varphi$ in Definition 3.1 by the functions satisfying

\begin{itemize}
  \item $\varphi \in C^{1,2}((0, T) \times H_{-1})$, and is such that $\varphi_t$, $D\varphi$, $D^2\varphi$ are uniformly continuous on closed subsets of $(0, T) \times H_{-1}$.
\end{itemize}

In this case one needs to assume that $B^{\frac{1}{2}}A^*B^{\frac{1}{2}}$ is bounded and that (2.2) is satisfied for all $x \in H_1$. (The term $\langle A^*x, x \rangle$ is now well defined for $x \in H_1$.) Notice that if $B^{\frac{1}{2}}A^*B^{\frac{1}{2}}$ is bounded and $\psi = \varphi \pm \delta(t)h(\|y\|)$ then $\langle x, A^*D\psi(x) \rangle$ is well defined for $x \in H_1$ and so Definitions 3.2-3.5 can be simplified by replacing the terms
\[
\pm \lambda \|x\|^2_1 \delta(t) \frac{h'(\|x\|)}{\|x\|} + \langle x, A^*D\varphi(t, x) \rangle
\]
wherever they appear in Definitions 3.2-3.5 by a single term $\langle x, A^*D\psi(t, x) \rangle$. 

Remark 3.8. It follows from the proof of Lemma 3.6 that if we know a priori that \( u \) has certain growth at \( \infty \) we can then obtain the same growth (at least quadratic) for \( \tilde{h} \). For instance if \( u \) has a polynomial growth at \( \infty \) we can have \( \tilde{h} \) which is a polynomial of some special form for big \( \|x\| \). This is important in applications to stochastic optimal control where we may want to impose additional conditions on test functions to be able to apply stochastic calculus. In these applications it may also be useful to assume that \( h'(r)/r \) is globally bounded away from 0 for the radial test functions \( h \). To avoid technical difficulties it may then be more convenient to choose \( h \) belonging to one particular class of functions, say certain polynomials with growth depending on the growth of sub- and super-solutions we are dealing with. All results presented in this paper would hold with an appropriate version of such a definition. This approach has been successfully employed in \([2, 13, 14, 15, 16]\). However when using such narrow classes of radial test functions the global and local definitions of viscosity solutions may no longer be equivalent.

4 Comparison principles

In this section we prove comparison principles for discontinuous viscosity solutions. We begin with the comparison result for the stationary case.

Theorem 4.1. Let (2.1) and (2.2) hold and let \( F \) satisfy \((1), (2), (3)\). Let \( u \) be a viscosity subsolution and \( v \) be a viscosity supersolution of (1.1) in the sense of Definition 3.4, and let \( u, -v \) be bounded from above. Then

\[
\lim_{R \to \infty} \lim_{r \to 0} \sup \left\{ u(x) - v(y) : \|x - y\| - 1 \leq r, \ x, y \in B_R \right\} \leq 0. \tag{4.1}
\]

In particular \( u \leq v \).

Remark 4.2. Theorem 4.1 shows that a bounded viscosity solution of (1.1) in the sense of Definition 3.4 is uniformly continuous in \( H^{-1} \) on bounded subsets of \( H \) and therefore is a viscosity solution in the sense of Definition 3.2.

Proof. We argue by contradiction. Assume that (4.1) does not hold. Then there exists a positive real number \( \eta \) such that

\[
\lim_{R \to \infty} \lim_{r \to 0} \sup \left\{ u(x) - v(y) : \|x - y\| - 1 \leq r, \ x, y \in B_R \right\} > 2\eta.
\]

Let \( \mu(x) \) be the function satisfying \((1)_0\). For every positive real number \( \alpha \), we define \( u_\alpha(x) = u(x) - \alpha \mu(x) \) and \( v_\alpha(y) = v(y) - \alpha \mu(y) \).

\[
m := \lim_{R \to \infty} \lim_{r \to 0} \sup \left\{ u(x) - v(y) : \|x - y\| - 1 < r, \ x, y \in B_R \right\},
\]

\[
m_\alpha := \lim_{r \to 0} \sup \left\{ (u_\alpha)_*(x) - (v_\alpha)_*(y) : \|x - y\| - 1 < r \right\} = \lim_{r \to 0} \sup \left\{ u_\alpha(x) - v_\alpha(y) : \|x - y\| - 1 < r \right\}
\]
\[ m_{\alpha, \epsilon} := \sup \left\{ (u_\alpha)^*(x) - (v_\alpha)_*(y) - \frac{1}{2\epsilon} \| x - y \|_{-1}^2 \right\} \]

We have
\begin{align}
\lim_{\alpha \to 0} m_\alpha &= m, \quad \text{(4.2)} \\
\lim_{\epsilon \to 0} m_{\alpha, \epsilon} &= m_\alpha. \quad \text{(4.3)}
\end{align}

Using perturbed optimization techniques [24] (see also [6]) we obtain sequences \( p_n, q_n \in H \) such that \( \| p_n \| + \| q_n \| \to 0 \) as \( n \to \infty \), and such that
\[ (u_\alpha)^*(x) - (v_\alpha)_*(y) - \frac{1}{2\epsilon} \| x - y \|_{-1}^2 + \langle Bp_n, x \rangle + \langle Bq_n, y \rangle \]
achieves a strict global maximum at some point \((\bar{x}, \bar{y})\) in \( H \times H \). Convergences (4.2)-(4.3) yield
\[ \lim_{\epsilon \to 0} \limsup_{n \to \infty} \frac{1}{2\epsilon} \| \bar{x} - \bar{y} \|_{-1}^2 = 0 \quad \text{for every } \alpha > 0, \quad \text{(4.4)} \]
\[ \lim_{\alpha \to 0} \limsup_{\epsilon \to 0} \limsup_{n \to \infty} (\alpha \mu(\bar{x}) + \alpha \mu(\bar{y})) = 0. \quad \text{(4.5)} \]

We now have
\[ \| x - y \|_{-1}^2 = \| P_N(x - y) \|_{-1}^2 + \| Q_N(x - y) \|_{-1}^2 \]
and
\[ \| Q_N(x - y) \|_{-1}^2 \leq 2 \langle BQ_N(\bar{x} - \bar{y}), x - y \rangle + 2 \| Q_N(x - \bar{x}) \|_{-1}^2 + 2 \| Q_N(y - \bar{y}) \|_{-1}^2 - \| Q_N(\bar{x} - \bar{y}) \|_{-1}^2 \]
with equality at \( \bar{x}, \bar{y} \). Therefore defining
\[ u_1(x) = (u_\alpha)^*(x) - \frac{\langle BQ_N(\bar{x} - \bar{y}), x \rangle}{\epsilon} - \frac{\| Q_N(x - \bar{x}) \|_{-1}^2}{\epsilon} + \frac{\| Q_N(\bar{x} - \bar{y}) \|_{-1}^2}{2\epsilon} + \langle Bp_n, x \rangle \]
and
\[ v_1(y) = (v_\alpha)_*(y) - \frac{\langle BQ_N(\bar{x} - \bar{y}), y \rangle}{\epsilon} + \frac{\| Q_N(y - \bar{y}) \|_{-1}^2}{\epsilon} - \langle Bq_n, y \rangle. \]
we have that
\[ u_1(x) - v_1(y) - \frac{1}{2\epsilon} \| P_N(x - y) \|_{-1}^2 \]
has a strict global maximum in \( H_{-1} \) at \((\bar{x}, \bar{y})\). At this step we need to produce appropriate tests functions to be able to use the definition of solution. This is done using partial sup-convolution techniques first introduced in [21] (see also [4]).
Lemma 4.3. Given $N \geq 1$ there exist functions $\varphi_k, \psi_k, \in C^2(H_{-1})$ with uniformly continuous derivatives such that

$$u_1(x) - \varphi_k(x)$$

has a global maximum at some point $x_k$

$$v_1(y) + \psi_k(y)$$

has a global minimum at some point $y_k$, and

$$(x_k, u_1(x_k), D\varphi_k(x_k), D^2\varphi_k(x_k)) \rightarrow$$

$$(\bar{x}, u_1(\bar{x}), \frac{BP_N(\bar{x} - \bar{y})}{\epsilon}, X_N),$$

$$\left( y_k, v_1(y_k), D\psi_k(y_k), D^2\psi_k(y_k) \right) \rightarrow$$

$$(\bar{y}, v_1(\bar{y}), \frac{BP_N(\bar{y} - \bar{x})}{\epsilon}, Y_N),$$

$$\begin{pmatrix} X_N & 0 \\ 0 & Y_N \end{pmatrix} \leq \frac{2}{\epsilon} \begin{pmatrix} B & -B \\ -B & B \end{pmatrix},$$

with the convergences being in $H \times \mathbb{R} \times H_2 \times L(H)$.

Proof of Lemma 4.3. Denote $x_N = P_N x, x_N^\perp = Q_N x, y_N = P_N y, y_N^\perp = Q_N y$ and define

$$\bar{u}_1(x_N) = \sup_{x_N^\perp \in Q_N H} u_1(x_N + x_N^\perp),$$

$$\bar{v}_1(y_N) = \inf_{y_N^\perp \in Q_N H} v_1(y_N + y_N^\perp),$$

the partial sup- and inf-convolutions of $u_1$ and $v_1$ respectively. Then

$$(\bar{u}_1)^*(x_N) - (\bar{v}_1)_*(y_N) - \frac{1}{2\epsilon} \|x_N - y_N\|_{-1}^2$$

has a strict global maximum over $V_N \times V_N$ at $(\bar{x}_N, \bar{y}_N)$, where $(\bar{u}_1)^*$ and $(\bar{v}_1)_*$ are the upper and lower semi-continuous envelopes of $\bar{u}_1$ and $\bar{v}_1$ in $V_N$. Moreover we have $(\bar{u}_1)^*(\bar{x}_N) = u_1(\bar{x}), (\bar{v}_1)_*(\bar{y}_N) = v_1(\bar{y})$.

We can now apply the finite dimensional maximum principle when we consider $V_N$ as a space with the topology inherited from $H_{-1}$ (which is equivalent to the topology inherited from $H$). Denote $V_N$ with this topology by $\bar{V}_N$. Therefore there exist bounded functions $\bar{\varphi}_k, \bar{\psi}_k, \in C^2(\bar{V}_N)$ with uniformly continuous derivatives such that $(\bar{u}_1)^*(x_N) - \bar{\varphi}_k(x_N)$ has a strict global maximum at some point $(x_N^k), (\bar{v}_1)_*(y_N) + \bar{\psi}_k(y_N)$ has a strict global maximum at some point $(y_N^k)$. 
minimum at some point \((y^k_N)\), and such that as \(k \to \infty\)

\[
\left( x^k_N, (u_1)^*(x^k_N), D\tilde{V}_N \tilde{\varphi}_k(x^k_N), D^2\tilde{V}_N \tilde{\varphi}_k(x^k_N) \right) \to \left( \tilde{x}_N, u_1(\tilde{x}), \frac{\tilde{x}_N - \bar{y}_N}{\epsilon}, \tilde{X}_N, \right),
\]

(4.10)

\[
\left( y^k_N, (\tilde{v}_1)^*(y^k_N), D\tilde{V}_N \tilde{\psi}_k(y^k_N), D^2\tilde{V}_N \tilde{\psi}_k(y^k_N) \right) \to \left( \bar{y}_N, v_1(\bar{y}), \frac{\bar{y}_N - \tilde{x}_N}{\epsilon}, \bar{Y}_N, \right),
\]

(4.11)

\[
\left( \tilde{X}_N, 0, \tilde{Y}_N \right) \leq \frac{2}{\epsilon} \begin{pmatrix} I & -I \\ -I & I \end{pmatrix} \text{ in } H_{-1} \times H_{-1},
\]

(4.12)

for some \(N \times N\) matrices \(\tilde{X}_N\) and \(\tilde{Y}_N\) that as operators in \(L(H_{-1})\) satisfy \(X_N = P_N X_N P_N, Y_N = P_N Y_N P_N\) and are symmetric. Furthermore we can set the above maximum and minimum to be equal to zero. (Above the symbols \(D\tilde{V}_N\) and \(D^2\tilde{V}_N\) denote the Fréchet derivatives in \(\tilde{V}_N\).) Since in \(V_N\) the topology of \(H_{-1}\) is equivalent to the topology of \(H\) the above convergences hold in the topology of \(H \times \mathbb{R} \times H \times S(H)\). We now extend \(\tilde{\varphi}_k, \tilde{\psi}_k\) to functions in \(C^2(H_{-1})\) by setting \(\varphi_k(x) = \tilde{\varphi}_k(P_N x), \psi_k(y) = \tilde{\psi}_k(P_N y)\). Then, if \(D_{H_{-1}} \varphi_k\) denotes the Fréchet derivative of \(\varphi_k\) in \(H_{-1}\) we have

\[
D \varphi_k(x) = BD_{H_{-1}} \varphi_k(x), \quad D^2 \varphi_k(x) = BD^2_{H_{-1}} \varphi_k(x)
\]

(4.13)

and the same also holds for \(\psi_k\).

Using a perturbed optimization result, we can find sequences \(\tilde{p}_j, \tilde{q}_j \in H\), such that \(\|\tilde{p}_j\| + \|\tilde{q}_j\| \to 0\) as \(j \to \infty\), and

\[
u_1(x) - \varphi_k(x) - \langle B \tilde{p}_j, x \rangle
\]

has a global maximum at some point \(x_j\),

\[
u_1(y) + \psi_k(y) - \langle B \tilde{q}_j, y \rangle
\]

has a global minimum at some point \(y_j\).

(4.14)

(4.15)

Combining (4.14) and the fact that \((u_1)^*(x^k_N) - \tilde{\varphi}_k(x^k_N)\) has a strict global maximum at \(x^k_N\), we can deduce that \(P_N x_j \to x^k_N\) and \(u_1(P_N x_j) \to (u_1)^*(x^k_N)\) as \(j \to +\infty\). Similarly (4.15) and the fact that \((\tilde{v}_1)^*(y^k_N) + \tilde{\psi}_k(y^k_N)\) has a strict global minimum at some point \(y^k_N\) implies that \(P_N y_j \to y^k_N\) and \(v_1(P_N y_j) \to (\tilde{v}_1)^*(y^k_N)\) as \(j \to +\infty\). We can then select an appropriate subsequence \(j_k\) such that \(P_N x_{j_k} \to P_N x\) and \(P_N y_{j_k} \to P_N y\), with the additional requirements that \(u_1(P_N x_{j_k}) \to u_1(\tilde{x}), v_1(P_N y_{j_k}) \to v_1(\bar{y}), \varphi_k(P_N x_{j_k}) - \varphi_k(\tilde{x}_N) \to 0\) and \(\psi_k(P_N y_{j_k}) - \psi_k(\bar{y}_N) \to 0\), as \(k \to \infty\). Moreover we can choose the subsequence \(j_k\) so that all the convergences in (4.10) hold when \(x^k_N\) and \(y^k_N\) are replaced by \(P_N x_{j_k}\) and \(P_N y_{j_k}\) respectively. We may now repeat rather standard arguments of [4] (see also [13], pages 409-410) and use (4.14) and (4.15) to obtain that \(x_{j_k} \to \tilde{x}\) and \(y_{j_k} \to \bar{y}\) in \(H_{-1}\). We now need to prove that \(x_{j_k} \to \tilde{x}\) and \(y_{j_k} \to \bar{y}\) in \(H\). To obtain these convergences, it will be enough to prove that \(x_{j_k}\) and \(y_{j_k}\) are uniformly bounded in \(H_1\) (independently of \(k\)). First we observe that \(x_{j_k}\) and \(y_{j_k}\) are uniformly bounded in \(H\) (they remain in a ball
whose radius depends exclusively on $\alpha$). Using (4.14) and the definition of subsolution we get

$$
(u_{\alpha})^*(x_{j_k}) + 2\alpha\delta\|x_{j_k}\|^2 + \alpha\mu(x_{j_k})
+ \langle x_{j_k}, A^*B(-p_n + \tilde{p}_{j_k} + \frac{Q_N(x - \tilde{y})}{\epsilon} + \frac{Q_N(x - x_{j_k})}{\epsilon} + A^*D\varphi_k(x_{j_k}) \rangle
+ F\left( x_{j_k}, -Bp_n + B\tilde{p}_{j_k} + \frac{BQ_N(x - y)}{\epsilon} + \frac{BQ_N(x - x_{j_k})}{\epsilon} + \varphi_k(x_{j_k}) + \alpha D\mu(x_{j_k}) \right),
\alpha D^2\mu(x_{j_k}) + \frac{BQ_N}{\epsilon} + D^2\varphi_k(x_{j_k}) \right) \leq 0.
$$

(4.16)

Note that $(u_{\alpha})^*(x_{j_k}) \to (u_{\alpha})^*(\tilde{x})$ so using the local boundedness of $F$ we can deduce from the above inequality that $\|x_{j_k}\|_1 \leq C$ for some positive constant $C$ independent of $k$. A similar argument can be used to prove that $y_{j_k}$ is bounded in $H_1$. Therefore $B^{\frac{1}{2}}x_{j_k} \to B^{\frac{1}{2}}\tilde{x}$, $B^{\frac{1}{2}}x_{j_k} \to B^{\frac{1}{2}}\tilde{x}$ and so

$$
\|x_{j_k} - \tilde{x}\|^2 = \langle B^{-\frac{1}{2}}(x_{j_k} - \tilde{x}), B^{-\frac{1}{2}}(x_{j_k} - \tilde{x}) \rangle \to 0
$$

as $k \to \infty$. The same argument also shows that $y_{j_k} \to \tilde{y}$. Therefore the lemma holds with $\varphi_k(x) := \varphi_k(x) + \langle B\tilde{p}_{j_k}, x \rangle$ and $\psi_k(y) := \psi_k(y) - \langle B\tilde{q}_{j_k}, y \rangle$.

We now finish the proof of the theorem. Using (4.14), Definition 3.4 and taking lim inf as $k \to +\infty$ we have

$$
(u_{\alpha})^*(\tilde{x}) + \alpha\mu(\tilde{x}) + 2\alpha\lambda\|\tilde{x}\|^2 + \langle \tilde{x}, \frac{A^*B(x - \tilde{y})}{\epsilon} \rangle - \langle \tilde{x}, A^*Bp_n \rangle
+ F\left( \tilde{x}, \alpha D\mu(x) - Bp_n + \frac{B(x - \tilde{y})}{\epsilon}, \alpha D^2\mu(\tilde{x}) + X_N + \frac{BQ_N}{\epsilon} \right) \leq 0.
$$

Similarly (4.15) and Definition 3.4 yield

$$
(v_{\alpha})^*(\tilde{y}) - \alpha\mu(\tilde{y}) - 2\alpha\|\tilde{y}\|^2 + \langle \tilde{y}, \frac{A^*B(x - \tilde{y})}{\epsilon} \rangle + \langle \tilde{y}, A^*Bq_n \rangle
+ F\left( \tilde{y}, -\alpha D\mu(y) + Bq_n + \frac{B(x - \tilde{y})}{\epsilon}, -\alpha D^2\mu(\tilde{y}) - Y_N - \frac{BQ_N}{\epsilon} \right) \geq 0.
$$

We then use (1) and (2) to obtain

$$
(u_{\alpha})^*(\tilde{x}) - (v_{\alpha})^*(\tilde{y}) \leq \sigma_1(N) + \sigma_2(n) + C_0\frac{\|x - \tilde{y}\|^2}{\epsilon} + F\left( \tilde{y}, \frac{B(x - \tilde{y})}{\epsilon}, Y_N \right) - F\left( \tilde{x}, \frac{B(x - \tilde{y})}{\epsilon}, X_N \right) + K\alpha(2 + \mu(\tilde{x}) + \mu(\tilde{y}))
$$

where $\sigma_1(N) \to 0$ for $n, \epsilon, \alpha$ fixed and $\sigma_2(n) \to \infty$ for $\alpha, \epsilon$ fixed. Finally (3) gives

$$
(u_{\alpha})^*(\tilde{x}) - (v_{\alpha})^*(\tilde{y}) \leq \sigma_1(N) + \sigma_2(n) + C_0\frac{\|x - \tilde{y}\|^2}{\epsilon} + \omega(R_\alpha)(\|x - y\|_1(1 + \frac{\|x - y\|_1}{\epsilon})) + K\alpha(2 + \mu(\tilde{x}) + \mu(\tilde{y})).
$$

If $m > 2\eta$, then for $\epsilon, \alpha$ sufficiently small and $n$ large enough we have $(u_{\alpha})^*(\tilde{x}) - (v_{\alpha})^*(\tilde{y}) > \eta$. Therefore we get

$$
\eta \leq \sigma_1(N) + \sigma_2(n) + C_0\frac{\|x - \tilde{y}\|^2}{\epsilon} + \omega(R_\alpha)(\|x - y\|_1(1 + \frac{\|x - y\|_1}{\epsilon})) + K\alpha(2 + \mu(\tilde{x}) + \mu(\tilde{y})).
$$
Letting now \( N \to \infty, n \to \infty, \epsilon \to 0 \) and \( \alpha \to 0 \) in that order we arrive at \( \eta \leq 0 \) which is a contradiction.

In the next theorem we prove a comparison result for the time dependent problem (1.2).

**Theorem 4.4.** Let (2.1) and (2.2) hold and let \( F \) satisfy (1), (2), (3) for some \( k \geq 0 \). Let \( g \) be locally uniformly \( B \)-continuous and such that

\[
|g(x)| \leq C(1 + \|x\|^k) \quad \text{for some } C > 0.
\]

(4.17)

Let \( u \) be a viscosity subsolution of (1.2), and \( v \) be a viscosity supersolution of (1.2) in the sense of Definition 3.5 such that

\[
u, -v \leq C(1 + \|x\|^k) \quad \text{for some } C > 0
\]

and

\[
\lim_{t \to 0} \{(u(t, x) - g(x))_+ + (v(t, x) - g(x))_-\} = 0,
\]

(4.18)

uniformly on bounded sets.

Then for every \( 0 < T_1 < T \)

\[
\lim_{R \to \infty} \lim_{r \to 0} \sup_{(r, 0) \cap (0, 0)} \{u(t, x) - v(s, y) : |t - s| < \eta, \|x - y\|_{-1} < r, x, y \in B_{R}, 0 \leq t, s \leq T_1\} \leq 0.
\]

(4.20)

In particular \( u \leq v \).

**Proof.** We will outline the proof of this theorem as it is similar to the proof of Theorem 4.1. We argue by contradiction and assume that (4.20) is not true. Then for a sufficiently small \( \sigma > 0 \) and some \( \gamma > 0 \) we have

\[
\gamma < \lim_{R \to \infty} \lim_{r \to 0} \sup_{(r, 0) \cap (0, 0)} \{u^\sigma(t, x) - v^\sigma(s, y) : |t - s| < \eta, \|x - y\|_{-1} < r, x, y \in B_{R}\}
\]

\[
= \lim_{R \to \infty} \lim_{r \to 0} \lim_{\eta \to 0} \sup_{(r, 0) \cap (0, 0)} \{u^\sigma(t, x) - v^\sigma(s, y) : |t - s| < \eta, \|x - y\|_{-1} < r, x, y \in B_{R}\}, \quad (4.21)
\]

where we have set \( u^\sigma(t, x) = u(t, x) - \frac{\sigma}{t - \sigma} \) and \( v^\sigma(s, y) = v(s, y) - \frac{\sigma}{s - \sigma} \). We define \( u_\alpha(t, x) = u^\sigma(t, x) - \alpha e^{Kt} \mu(x), v_\alpha(s, y) = v^\sigma(s, y) + \alpha e^{Ks} \mu(y) \) where \( \mu(x) \) satisfies (1)_k and \( K \) is the constant from (1)_k. Let

\[
m := \lim_{R \to \infty} \lim_{r \to 0} \lim_{\eta \to 0} \sup_{(r, 0) \cap (0, 0)} \{u^\sigma(t, x) - v^\sigma(s, y) : \|x - y\|_{-1} < r, |t - s| < \eta, x, y \in B_{R}\},
\]

\[
m_\alpha := \lim_{r \to 0} \lim_{\eta \to 0} \sup_{(r, 0) \cap (0, 0)} \{(u_\alpha)_+(t, x) - (v_\alpha)_+(s, y) : \|x - y\|_{-1} < r, |t - s| < \eta\}
\]

\[
= \lim_{r \to 0} \lim_{\eta \to 0} \sup_{(r, 0) \cap (0, 0)} \{u_\alpha(t, x) - v_\alpha(s, y) : \|x - y\|_{-1} < r, |t - s| < \eta\}.
\]
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\[ m_{\alpha, \epsilon} := \sup \left\{ (u_\alpha)^*(t, x) - (v_\alpha)_*(s, y) - \frac{1}{2\epsilon} \|x - y\|^2 \right\}, \]

\[ m_{\alpha, \epsilon, \beta} := \sup \left\{ (u_\alpha)^*(t, x) - (v_\alpha)_*(s, y) - \frac{1}{2\epsilon} \|x - y\|^2 - \frac{(t - s)^2}{2\beta} \right\}. \]

We have

\[ m = \lim_{\alpha \to 0} m_\alpha, \quad (4.22) \]

\[ m_\alpha = \lim_{\epsilon \to 0} m_{\alpha, \epsilon}, \quad (4.23) \]

\[ m_{\alpha, \epsilon} = \lim_{\beta \to 0} m_{\alpha, \epsilon, \beta}, \quad (4.24) \]

however \( m \) can now be \(+\infty\). Using perturbed optimization results, we can find sequences \( a_n, b_n \in \mathbb{R} \), and \( p_n, q_n \in H \) such that \( \|a_n\| + |b_n| + \|p_n\| + \|q_n\| \leq \frac{1}{n} \) such that

\[ (u_\alpha)^*(t, x) - (v_\alpha)_*(s, y) - \frac{1}{2\epsilon} \|x - y\|^2 - \frac{1}{2\beta} |t - s|^2 + a_n t + b_n s + \langle Bp_n, x \rangle + \langle Bq_n, y \rangle \]

achieves a strict global maximum at some point \((\bar{t}, \bar{s}, \bar{x}, \bar{y}) \in (0, T] \times [0, T] \times H \times H\). Convergences (4.22)-(4.24) yield

\[ \lim_{\beta \to 0} \limsup_{\epsilon \to 0} \frac{1}{2\beta} |\bar{t} - \bar{s}|^2 = 0 \quad \text{for every } \alpha, \epsilon > 0, \quad (4.25) \]

\[ \lim_{\alpha \to 0} \limsup_{\epsilon \to 0} \frac{1}{2\epsilon} \|\bar{x} - \bar{y}\|^2 = 0 \quad \text{for every } \alpha > 0. \quad (4.26) \]

By the definition of \( u^\alpha \) and \( v^\alpha \) we have \( \bar{t} < T \) and \( \bar{s} < T \). In light of (4.19), (4.21)-(4.26), and the uniform continuity of \( g \) in \( H_{-1} \) on bounded sets of \( H \), we can conclude that \( \bar{t} > 0 \) and \( \bar{s} > 0 \) for big \( n \) and small \( \beta, \epsilon \). We define as before

\[ u_1(t, x) = (u_\alpha)^*(t, x) - \frac{\langle BQ_N(\bar{x} - \bar{y}), x \rangle}{\epsilon} - \frac{\|Q_N(x - \bar{x})\|^2}{\epsilon} \]

\[ + \|Q_N(x - \bar{y})\|^2 + a_n t + \langle Bp_n, x \rangle \]

and

\[ v_1(s, y) = (v_\alpha)_*(s, y) - \frac{\langle BQ_N(\bar{x} - \bar{y}), y \rangle}{\epsilon} + \frac{\|Q_N(y - \bar{y})\|^2}{\epsilon} \]

\[ + \alpha_\mu(y) - b_n s - \langle Bq_n, y \rangle. \]

so that

\[ u_1(t, x) - v_1(s, y) - \frac{1}{2\epsilon} \|P_N(x - y)\|^2 - \frac{1}{2\beta} |t - s|^2 \]
has a strict global maximum at \((\tilde{t}, \tilde{s}, \tilde{x}, \tilde{y})\). Arguing now as in the proof of Lemma 4.3 we can claim the existence of functions \(\varphi_k, \psi_k \in C^{1,2}((0, T) \times H_1)\) with uniformly continuous derivatives such that

\[
u_1(t, x) - \varphi_k(t, x)
\]

has a global maximum at some point \((t_k, x_k)\),

\[
u_1(s, y) + \psi_k(s, y)
\]

has a global minimum at some point \((s_k, y_k)\), and

\[
\begin{align*}
(t_k, x_k, u_1(t_k, x_k), \frac{\partial \varphi_k}{\partial t}(t_k, x_k), D\varphi_k(t_k, x_k), D^2\varphi_k(t_k, x_k)) &\rightarrow \\
\left(\bar{t}, \bar{x}, u_1(\bar{t}, \bar{x}), \frac{\bar{t} - \bar{s}}{\beta}, \frac{BP_N(\bar{x} - \bar{y})}{\epsilon}, X_N\right), & (4.27) \\
(s_k, y_k, v_1(s_k, y_k), \frac{\partial \psi_k}{\partial t}(s_k, y_k), D\psi_k(s_k, y_k), D^2\psi_k(s_k, y_k)) &\rightarrow \\
\left(\bar{s}, \bar{y}, v_1(\bar{s}, \bar{y}), \frac{\bar{s} - \bar{t}}{\beta}, \frac{BP_N(\bar{y} - \bar{x})}{\epsilon}, Y_N\right), & (4.28) \\
\left(\begin{array}{cc} X_N & 0 \\ 0 & Y_N \end{array}\right) &\leq \frac{2}{\epsilon} \left( \begin{array}{cc} B & -B \\ -B & B \end{array} \right). & (4.29)
\end{align*}
\]

with the convergences being in \(\mathbb{R} \times H \times \mathbb{R} \times \mathbb{R} \times H_2 \times L(H)\).

Therefore, using Definition 3.5 we obtain as in the proof of Theorem 4.1 that

\[
\frac{\sigma}{(T - \bar{t})^2} - a_n + \frac{\bar{t} - \bar{s}}{\beta} + \alpha Ke^{\bar{K}\bar{t}}\mu(\bar{x}) + \alpha e^{\bar{K}\bar{t}}\lambda'\left(\|\bar{x}\|\right)\|\bar{x}\|_1^2 + \langle \bar{x}, A^* B(\bar{x} - \bar{y}) \rangle - \langle \bar{x}, A^* Bp_n \rangle + F(\bar{t}, \bar{x}, \alpha e^{\bar{K}\bar{t}}D\mu(\bar{x})) - Bp_n + \frac{B(\bar{x} - \bar{y})}{\epsilon}, \alpha e^{\bar{K}\bar{t}}D^2\mu(\bar{x}) + X_N + \frac{BQ_N}{\epsilon} \right) \leq 0 \tag{4.30}
\]

and

\[
\frac{\sigma}{(T - \bar{s})^2} + \frac{\bar{t} - \bar{s}}{\beta} - \alpha Ke^{\bar{K}\bar{s}}\mu(\bar{y}) - \alpha e^{\bar{K}\bar{s}}\lambda'\left(\|\bar{y}\|\right)\|\bar{y}\|_1^2 + \langle \bar{y}, A^* B(\bar{x} - \bar{y}) \rangle + \langle \bar{y}, A^* Bq_n \rangle + F(\bar{s}, \bar{y}, -\alpha e^{\bar{K}\bar{s}}D\mu(\bar{y})) + Bq_n + \frac{B(\bar{x} - \bar{y})}{\epsilon}, -\alpha e^{\bar{K}\bar{s}}D^2\mu(\bar{y}) - Y_N - \frac{BQ_N}{\epsilon} \rangle \geq 0 \tag{4.31}
\]

Combining (4.30) and (4.31) and using assumptions \((1)_k, (2)\), and the local uniform continuity of \(F\), we have


\[
\frac{2\sigma}{T^2} \leq \sigma_1(N) + \sigma_2(n) + C_0 \frac{\|\bar{x} - \bar{y}\|^2}{\epsilon} - \alpha K(e^{Kt} \mu(\bar{x}) + e^{Ks} \mu(\bar{y})) \\
+ F(s, \bar{y}, B(\bar{x} - \bar{y}), -Y_N)) - F(t, \bar{x}, B(\bar{x} - \bar{y}), X_N)) + \alpha K(2 + e^{Kt} \mu(\bar{x}) + e^{Ks} \mu(\bar{y})) ,
\]

where \( \sigma_1(N) \to 0 \) for \( n, \epsilon, \alpha, \beta \) fixed and \( \sigma_2(n) \to \infty \) for \( \alpha, \epsilon, \beta \) fixed. Using (3) and the local uniform continuity of \( F \) we then conclude that

\[
\frac{\sigma}{T^2} \leq \sigma_1(N) + \sigma_2(n) + \sigma_3(\beta) + C_0 \frac{\|\bar{x} - \bar{y}\|^2}{\epsilon} + \omega_R(\alpha)(\|x - y\|\|1 + \frac{\|x - y\|}{\epsilon}) + 2\alpha K,
\]

where \( \sigma_3(\beta) \to 0 \) for \( \alpha, \epsilon \) fixed. We can now let \( N \to \infty, n \to \infty, \beta \to 0, \epsilon \to 0 \), and \( \alpha \to 0 \) in this order to arrive at \( \sigma \leq 0 \) which is a contradiction.

\section{Perron’s method and existence of solutions}

In this section we will show that viscosity solutions of (1.1) in the sense of Definition 3.4 (respectively, viscosity solutions of (1.2) in the sense of Definition 3.5) can be obtained by Perron’s method, i.e. by taking the supremum of all such viscosity subsolutions of (1.1) (respectively, (1.2)) provided that a viscosity subsolution and a viscosity supersolution exist. Therefore, if Theorem 4.1 (respectively, Theorem 4.4) holds, we will obtain that the solution produced by this method is \( B \)-continuous, and so it is a viscosity solution in the sense of Definition 3.2 (respectively, Definition 3.3). A posteriori this will also show that this solution is equal to the supremum of all viscosity subsolutions in the sense of Definition 3.2 (respectively, Definition 3.3).

It is convenient to state a simple lemma for future reference.

\textbf{Lemma 5.1.} Let (2.2) hold. Let \( \varphi \in C^2(H) \) be \( B \)-upper semi-continuous and be such that \( A^*D\varphi \) is continuous, and let \( h \in C^2((-\infty, +\infty)) \) be even and such that \( h'(r) \geq 0 \) for \( r \in (0, +\infty) \). Let \( w(x) = \varphi(x) - h(\|x\|) \) (respectively, \( w(x) = -\varphi(x) + h(\|x\|) \)) satisfy

\[ w(x) + \langle x, A^* Dw(x) \rangle + F(x, Dw(x), D^2w(x)) \leq 0 \quad \text{for } x \in D(A^*) \]

(respectively,

\[ w(x) + \langle x, A^* Dw(x) \rangle + F(x, Dw(x), D^2w(x)) \geq 0 \quad \text{for } x \in D(A^*). \]

Then the function \( w \) is a viscosity subsolution (respectively, supersolution) of (1.1).

\textbf{Proof.} We will only do the proof in the subsolution case. Since \( w \) is \( B \)-upper semi-continuous Definition 3.2 and Definition 3.4 are equivalent. Suppose that \( w(y) - h_1(\|y\|) - \varphi_1(y) \) has a local maximum at \( x \) for test functions \( \varphi_1, h_1 \). Then

\[ D\varphi(x) - \frac{h'_1(\|x\|)}{\|x\|} x - D\varphi_1(x) - \frac{h'_1(\|x\|)}{\|x\|} x = 0 \]
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and
\[ D^2w(x) \leq D^2(\varphi_1 + h(\|\cdot\|))(x). \]

Therefore either \( x = 0 \) or
\[ \left( \frac{h'(|x|)}{|x|} + \frac{h'(|x|)}{|x|} \right)x = D\varphi(x) - D\varphi_1(x) \in D(A^*) \subset H_1. \]

Denote \( \psi = \varphi_1 + h_1(\|y\|) \). Now, using (2.2) and the degenerate ellipticity of \( F \), we obtain
\[
\begin{align*}
    w(x) + \lambda \|x\|^2 \frac{h'(|x|)}{|x|} + \langle x, A^*D\varphi_1(x) \rangle + F(x, D\psi(x), D^2\psi(x)) \\
    \leq w(x) + \frac{h'(|x|)}{|x|} \langle x, A^*x \rangle + \langle x, A^*D\varphi_1(x) \rangle + F(x, Dw(x), D^2w(x)) \\
    = w(x) + \langle x, A^*Dw(x) \rangle + F(x, Dw(x), D^2w(x)) \leq 0
\end{align*}
\]
and the claim is proved. \( \square \)

**Proposition 5.2.** Let (2.2) be satisfied. Let \( \mathcal{A} \) be a family of viscosity subsolutions of (1.1) in the sense of Definition 3.4. Suppose that the function
\[ u(x) = \sup\{w(x) : w \in \mathcal{A}\} \tag{5.1} \]
is locally bounded. Then \( u \) is a viscosity subsolution of (1.1) in the sense of Definition 3.4.

**Proof.** Suppose that \( (u - h(\|\cdot\|))^* - \varphi \) has a strict in \( \|\cdot\|_{-1} \) norm global maximum at a point \( x \) for test functions \( h \) and \( \varphi \). (We can assume that \( (u(y) - h(\|\cdot\|))^*(y) - \varphi(y) \rightarrow -\infty \) as \( \|y\| \rightarrow \infty \)') Perturbed optimization techniques and Definition 3.2 then give that there exist viscosity subsolutions \( w_n \) of (1.1), \( x_n \in H_1 \), and \( p_n \in H, \|p_n\| \leq 1/n \) such that
\[ B^\frac{1}{2}x_n \rightarrow B^\frac{1}{2}x, \ x_n \rightarrow x \ \text{in} \ H \ \text{as} \ n \rightarrow \infty, \tag{5.2} \]
\[ (w_n(y) - h(\|y\|))^* - \varphi(y) < Bp_n, y \]
has a strict in \( \|\cdot\|_{-1} \) norm global maximum at \( x_n \), and
\[ (w_n - h(\|\cdot\|))^*(x_n) \rightarrow (u - h(\|\cdot\|))^*(x) \ \text{as} \ n \rightarrow \infty. \tag{5.3} \]
Therefore, denoting \( \psi(y) = \varphi(y) - h(\|y\|) \),
\[
\begin{align*}
    (w_n - h(\|\cdot\|))^*(x_n) - h(\|x_n\|) + \lambda \|x_n\|^2 \frac{h'(\|x_n\|)}{|x_n|} \\
    + \langle x_n, A^*D\varphi(x_n) \rangle + \langle x_n, A^*Bp_n \rangle + F(x_n, D\psi(x_n) + Bp_n, D^2\psi(x_n)) \leq 0. \tag{5.4}
\end{align*}
\]
Since the \( x_n \) are bounded, using the local boundedness of \( F \) we thus obtain that
\[ \|x_n\|_{-1}^2 \leq C \]
for some constant \( C \) which, together with (5.2), implies that \( x \in H_1 \), and \( B^{-\frac{1}{2}}x_n \rightarrow B^{-\frac{1}{2}}x \) as \( n \rightarrow \infty \). Therefore, by (5.2),
\[ \|x_n - x\|^2 = \langle B^{-\frac{1}{2}}(x_n - x), B^\frac{1}{2}(x_n - x) \rangle \rightarrow 0 \ \text{as} \ n \rightarrow \infty, \]
i.e. $x_n \to x$ in $H$. Using this, (5.3), the continuity of $F$, and the fact that $\| \cdot \|_1$ is lower semi-continuous in $H$, we can now pass to the lim inf as $n \to \infty$ in (5.4) to obtain

$$
(u - h(\| \cdot \|))'(x) + h(\|x\|) + \lambda \|x\|^2 \frac{k'(\|x\|)}{\|x\|} + \langle x, A^* D\varphi(x) \rangle \\
+ F(x, D\psi(x), D^2\psi(x)) \leq 0
$$

which completes the proof. \[\square\]

**Proposition 5.3.** Let (2.2) be satisfied. Let $u_0, v_0$ be respectively a viscosity subsolution and a viscosity supersolution of (1.1) in the sense of Definition 3.4 such that $u_0 \leq v_0$. Then the function

$$
u(x) = \sup \{ w(x) : u_0 \leq w \leq v_0, w \text{ is a viscosity subsolution of (1.1) in the sense of Definition 3.4} \} \tag{5.5}$$

is a viscosity solution of (1.1) in the sense of Definition 3.4.

**Proof.** The fact that $\nu$ is a subsolution follows from Proposition 5.2. Suppose now that

$$(u + h(\| \cdot \|))_*(x) - \varphi \text{ has a strict in } \| \cdot \|_1 \text{ norm global minimum at a point } x \text{ for test functions } h(\|y\|) \text{ and } \varphi.$$

First we notice that if

$$(u + h(\| \cdot \|))_*(x) = (v_0 + h(\| \cdot \|))_*(x)$$

then $(v_0 + h(\| \cdot \|))_* - \varphi$ has a global minimum at $x$ and so we are done since $v_0$ is a viscosity supersolution. Therefore we only need to consider the case

$$(u + h(\| \cdot \|))_*(x) < (v_0 + h(\| \cdot \|))_*(x).$$

It then follows from the $B$-continuity of $\varphi$ and the weak lower semi-continuity of $\| \cdot \|$ that for every $R > 0$

$$\epsilon + (u + h(\| \cdot \|))_*(x) - \varphi(x) + \varphi(y) - h(\|y\|) < (v_0 + h(\| \cdot \|))_*(y) - h(\|y\|) \leq v_0(y) \tag{5.6}$$

for $y \in B_{-1}(x, r) \cap B(x, R)$ for some small $r, \epsilon > 0$. Denote

$$w(y) = \epsilon + (u + h(\| \cdot \|))_*(x) - \varphi(x) + \varphi(y) - h(\|y\|).$$

If the condition for $u$ being a viscosity supersolution of (1.1) is violated at $x$ then either

(i) $x \notin H_1$

or

(ii) $x \in H_1$ but

$$(u + h(\| \cdot \|))_*(x) - h(\|x\|) - \lambda \|x\|^2 \frac{k'(\|x\|)}{\|x\|} + \langle x, A^* D\varphi(x) \rangle \\
+ F(x, D\psi(x), D^2\psi(x)) < -\nu < 0, \tag{5.7}$$

where $\psi(y) = \varphi(y) - h(\|y\|), \nu > 0.
If (i) happens, i.e. if \( x \not\in H_1 \) then
\[
\liminf_{y \to x \text{ in } H_{-1}, y \in H_1} \|y\|_1 = +\infty. \tag{5.8}
\]
Otherwise we would have a sequence \( y_n \) such that \( B^{\frac{1}{2}}y_n \to B^{\frac{1}{2}}x \) and \( \|B^{-\frac{1}{2}}y_n\| \leq C \). Then for some subsequence (still denoted by \( y_n \)) \( B^{-\frac{1}{2}}y_n \to z \) for some \( z \in H \). But this implies that \( x \in H_1 \) and \( z = B^{-\frac{1}{2}}x \). Using the local boundedness of \( F \), condition (5.8) yields now that for every \( R > 0 \)
\[
w(y) - \lambda \|y\|_1^2 \frac{h'(\|y\|)}{\|y\|} + \langle y, A^*D\varphi(y) \rangle + F(y, Dw(y), D^2w(y)) < -\frac{\nu}{2}, \tag{5.9}
\]
for \( y \in B_{-1}(x, r) \cap B(x, R) \cap H_1 \) for some small \( r > 0 \).
Suppose that (ii) is true. We will show that for every \( R > 0 \) (5.9) holds for \( y \in B_{-1}(x, r) \cap B(x, R) \cap H_1 \) for \( \epsilon = \mu/4 \) for some small \( r > 0 \). If not there exists a sequence \( x_n \to x \) in \( H_{-1} \), \( \|x_n\| \leq R \) such that
\[
w(x_n) - \lambda \|x_n\|^2 \frac{h'(\|x_n\|)}{\|x_n\|} + \langle x_n, A^*D\varphi(x_n) \rangle + F(x_n, Dw(x_n), D^2w(x_n)) \geq -\frac{\nu}{2}, \tag{5.10}
\]
Then of course \( \|x_n\| \leq C \) for some constant \( C \) as otherwise (5.10) would be violated. But then we must have \( B^{-\frac{1}{2}}x_n \to B^{-\frac{1}{2}}x \) in \( H \) and so arguing as in the proof of Proposition 5.2 we obtain \( x_n \to x \). However then (5.7) and the lower semi-continuity of \( \| \cdot \|_1 \) imply
\[
\limsup_{n \to \infty} \left( w(x_n) - \lambda \|x_n\|^2 \frac{h'(\|x_n\|)}{\|x_n\|} + \langle x_n, A^*D\varphi(x_n) \rangle + F(x_n, Dw(x_n), D^2w(x_n)) \right) < -\frac{\nu}{2}
\]
which gives a contradiction.
So we have obtained that in either case for every \( R > 0 \) (5.9) is satisfied for \( y \in B_{-1}(x, r) \cap B(x, R) \cap H_1 \) for some small \( r, \epsilon > 0 \).
It follows from the fact that \( (u + h(\| \cdot \|))_\ast - \varphi \) has a (strict in \( \| \cdot \|_1 \) norm) global minimum at \( x \) that for every \( R > 0 \) if \( \epsilon \) is small enough (depending on \( r \)) there exists a constant \( \mu_r > 0 \) such that
\[
w(y) < (u + h(\| \cdot \|))_\ast(y) - h(\|y\|) - \mu_r \leq u(y) - \mu_r
\]
for \( y \not\in B_{-1}(x, r) \). Moreover it is clear by the growth condition on the test function in the Definition 3.4 that if \( R \) is big enough then
\[
w(y) \leq u(y) - 1
\]
for \( y \not\in B(x, R) \).
Using the last two inequalities and (5.6) we can therefore conclude that there exist numbers \( R, \epsilon, \mu > 0 \) such that
\[
w \leq v_0 \text{ in } H, \text{ and } w(y) < u(y) - \mu \text{ for } y \not\in B_{-1}(x, r) \cap B(x, R), \tag{5.11}
\]
and such that (5.9) is satisfied for \( y \in B_{-1}(x,r) \cap B(x,R) \cap H_1 \).

Finally, if \( R \) is big enough there exist \( y_n \in B(x,R) \) such that \( y_n \to x \) in \( H_{-1} \) such that
\[
    u(y_n) + h(\|y_n\|) - \varphi(y_n) \to (u + h(\|\cdot\|))^*(x) - \varphi(x)
\]
which means that there exist points \( y \in B_{-1}(x,r) \cap B(x,R) \) for which
\[
    u(y) < w(y).
\] (5.12)

We now claim that the function \( w \) is a viscosity subsolution of (1.1) in \( B_{-1}(x,r) \cap B(x,R) \). (Since \( w \) is \( B \)-upper semi-continuous Definition 3.2 and Definition 3.4 are equivalent, however we point out that being a viscosity subsolution of (1.1) in \( B_{-1}(x,r) \cap B(x,R) \) still requires that the maxima in Definition 3.4 be local in the \( \|\cdot\|_1 \) norm in the whole space.) The claim follows from Lemma 5.1 upon noticing that by (5.9) and (2.2) we have
\[
    w(y) + \langle y, A^*Dw(y) \rangle + F(y, Dw(y), D^2w(y)) \\
    \leq w(y) - \lambda \|y\|_1^2 + \langle y, A^*D\varphi(y) \rangle + F(y, Dw(y), D^2w(y)) < 0
\]
for \( y \in B_{-1}(x,r) \cap B(x,R) \cap D(A^*) \).

It now remains to show that the function
\[
    u_1 = \max(w, u)
\]
is a viscosity subsolution in the sense of Definition 3.4 and \( u_0 \leq u_1 \leq v_0 \). But this is clear from Proposition 5.2 (more precisely from its proof) and the fact that \( w \) is a viscosity subsolution of (1.1) in \( B_{-1}(x,r) \cap B(x,R) \), and (5.11). This, together with (5.12), gives us a contradiction and the proof is complete.

Combining the above proposition with Theorem 4.1 we therefore obtain the following result.

**Theorem 5.4.** Let (2.1) and (2.2) hold and let \( F \) satisfy (1), (2), (3). Let \( u_0, v_0 \) be respectively a bounded viscosity subsolution and a bounded viscosity supersolution of (1.1) in the sense of Definition 3.4. Then the function
\[
    u(x) = \sup \{ w(x) : u_0 \leq w \leq v_0, w \text{ is a viscosity subsolution} \\
    \text{of (1.1) the sense of Definition 3.4} \}
\]
is the unique bounded viscosity solution of (1.1) in the sense of Definition 3.2. Moreover \( u \) is locally uniformly \( B \)-continuous.

The same technique applies to the time dependent problems (1.2). We just state here the final existence result that can be proved in the same way as Theorem 5.4.

**Theorem 5.5.** Let (2.1) and (2.2) hold and let \( F \) satisfy (1)_k, (2), (3) for some \( k \geq 0 \). Let \( g \) be locally uniformly \( B \)-continuous and such that
\[
    |g(x)| \leq C(1 + \|x\|^k) \quad \text{for some } C > 0.
\] (5.13)
Let $u_0$ be a viscosity subsolution of (1.2), and $v_0$ be a viscosity supersolution of (1.2) in the sense of Definition 3.5 such that
\[ u_0, -v_0 \leq C(1 + \|x\|^k) \text{ for some } C > 0 \tag{5.14} \]
and
\[ \lim_{t \to 0} \{|u_0(t, x) - g(x)| + |v_0(t, x) - g(x)|\} = 0 \]
uniformly on bounded sets. \tag{5.15}

Then the function
\[ u(t, x) = \sup\{w(t, x) : u_0 \leq w \leq v_0, w \text{ is a viscosity subsolution of (1.2) the sense of Definition 3.3} \} \]
is the unique viscosity solution of (1.2) in the sense of Definition 3.3 satisfying (5.14) and (5.15). Moreover $u$ is locally uniformly $B$-continuous on $[0, T_1] \times H$ for every $0 < T_1 < T$.

We will construct a subsolution and a supersolution so that we can apply Perron’s method. We remark that if $\sup_{x \in H} |F(x, 0, 0)| = M < +\infty$, then the functions $u(x) = -M$ and $v(x) = M$ are respectively a viscosity subsolution and a viscosity supersolution of (1.1) in the sense of Definition 3.2. In the proposition below, we will show how the construction of the supersolution can be done in the time-dependent case. The construction of a subsolution is very similar.

**Proposition 5.6.** Let (2.2) hold and let $g$ be locally uniformly $B$-continuous and such that $|g(x)| \leq \mu(1 + \|x\|)$ for $x \in H$ for some positive constant $\mu$. Then there is a viscosity supersolution $V$ of equation (1.2) such that $\lim_{t \to 0} V(t, x) = g(x)$ uniformly on bounded sets of $H$.

**Proof.** We define $C(r) = \sup\{|F(t, x, p, X) : x \in H, t \in [0, T], |p|, \|X\| \leq r\}$. Let $v(t, x) = \alpha t + 2\mu \sqrt{1 + \|x\|^2}$. By a time dependent version of Lemma 5.1 a condition for $v$ to be a viscosity supersolution of (1.2) is
\[ \alpha + F(t, x, Dv(t, x), D^2v(t, x)) \geq 0 \]
for all $(t, x) \in (0, T) \times H$. Since $Dv(t, x)$ and $D^2v(t, x)$ are bounded we can therefore select $\alpha$ depending only on $\mu$ such that the above condition is satisfied.

Let $z \in H, \epsilon > 0$. We first choose a constant $R = R(\|z\|)$ such that $(\|x\| - \|z\|)^+ \geq v(t, x)$ for $\|x\| \geq R$. We then find $M = M(\|z\|, \epsilon)$ such that
\[ \bar{w}_{z, \epsilon}(x) = g(z) + \epsilon + M\|x - z\|^2 + (\|x\| - \|z\|)^+ \geq g(x) \]
for $\|x\| \leq R$. Let now $\gamma = \sup\{|D\bar{w}_{z, \epsilon}(x)| + \|D^2\bar{w}_{z, \epsilon}(x)| : \|x\| \leq R\}$. In order for $w_{z, \epsilon}(t, x) = \beta t + \bar{w}_{z, \epsilon}(x)$ to be a viscosity supersolution of (1.2) in $(0, T) \times B(0, R)$ we need
\[ \beta + \langle x, A^*B(x - z) \rangle + F(t, x, Dw_{z, \epsilon}(t, x), D^2w_{z, \epsilon}(t, x)) \geq 0. \]
This can be achieved by taking $\beta = R(R + \|z\|\|A^*B\| + C(\gamma)$.
It now follows that
\[ \hat{\omega}_{z, \epsilon}(t, x) = \min\{w_{z, \epsilon}(t, x), v(t, x)\} \]
is a lower $B$- semicontinuous viscosity supersolution of (1.2) in $(0, T) \times H$. It is now clear from the construction of the $\hat{\omega}_{z, \epsilon}$ and the time dependent version of Proposition 5.2 for supersolutions that the function $V(t, x) = \inf_{z, \epsilon} \hat{\omega}_{z, \epsilon}(t, x)$ is a viscosity supersolution of (1.2) in the sense of Definition 3.5 such that $\lim_{t \downarrow 0} V(t, x) = g(x)$ uniformly on bounded sets of $H$. 

6 Relaxed limits

In this section we will show how the method of half-relaxed limits of Barles-Perthame can be generalized to infinite dimensional spaces. We will consider two separate cases. The first will deal with limits of sub- and super-solutions of equations on the whole space with operators $A$ satisfying similar structure conditions. The second will deal with limits of finite dimensional approximations.

Let $F_n : [0, T] \times H \times H \times \mathcal{S}(H) \to \mathbb{R}$ be continuous, locally bounded uniformly in $n$, and degenerate elliptic. Denote
\[ F^+(t, x, p, X) = \lim_{m \to \infty} \sup\{F_n(s, y, q, Y) : n \geq m, |t-s| + \|x-y\| + \|p-q\| + \|X-Y\| \leq \frac{1}{m}\} \]
and
\[ F_-(t, x, p, X) = \lim_{m \to \infty} \inf\{F_n(s, y, q, Y) : n \geq m, |t-s| + \|x-y\| + \|p-q\| + \|X-Y\| \leq \frac{1}{m}\}. \]
Let $A_n$ be linear, maximal monotone operators in $H$ such that $D(A_n) \subset D(A_n^*)$ and
\[ \langle A_n^* x, x \rangle \geq \lambda_n \|x\|^2_1, \quad \text{for } x \in D(A_n^*), \]
where $\liminf_{n \to \infty} \lambda_n \geq \lambda$. Assume moreover that
\[ \text{If } x_n \to x, A_n x_n \to A^* x \text{ then } A_n^* x_n \to A^* x, \]
and that for every test function $\varphi$, the family $A_n^* D \varphi$ is locally uniformly bounded. We then have the following theorem.

**Theorem 6.1.** Let the assumptions of this section be satisfied and let $B$ be compact. Let $u_n$ be locally uniformly bounded viscosity sub-solutions, (respectively, supersolutions) of
\[ u_n + \langle A_n x, Du_n \rangle + F_n(x, Du_n, D^2 u_n) = 0 \quad \text{in } H \]
in the sense of Definition 3.2. Then the function
\[ u^+(x) = \lim_{m \to \infty} \sup\{u_n(y) : n \geq m, \|x-y\| \leq \frac{1}{m}\} \]
(respectively,  
\[ u_-(x) = \lim_{m \to \infty} \inf\{u_n(y) : n \geq m, \|x - y\| \leq \frac{1}{m}\} \]
is a viscosity subsolution (respectively, supersolution) of  
\[ u^+ + \langle Ax, Du^+ \rangle + F_-(x, Du^+, D^2 u^+) = 0 \quad \text{in } H \]
(respectively,  
\[ u_+ + \langle Ax, Du_+ \rangle + F^+(x, Du_+, D^2 u_+) = 0 \quad \text{in } H \]
in the sense of Definition 3.4.

Please notice that the function \( u^+ \) does not have to be \( B \)-upper semi-continuous.

**Proof.** Let \((u^+ - h(\|\cdot\|))^* - \varphi\) have a local maximum equal to 0 at \( x \). In light of Lemma 3.6 and local uniform boundedness of the \( u_n \) we can assume that the maximum is global, strict in the \( \|\cdot\|_1 \) norm, and such that  
\[ u^+(y) - h(\|y\|), (u^+ - h(\|\cdot\|))^*(y) - \varphi(y) \to -\infty, \]
and  
\[ u_n(y) - h(\|y\|) - \varphi(y) \to -\infty \]
as \( \|y\| \to +\infty \), uniformly in \( n \). Then there must exist a sequence \( x_n \) such that \( \|x_n - x\|_1 \to 0, \|x_n\| \leq C \), and  
\[ u^+(x_n) - h(\|x_n\|) - \varphi(x_n) \geq -\frac{1}{n}. \]
Therefore there exist \( y_n \) and \( m_n \) such that  
\[ u_{m_n}(y_n) - h(\|y_n\|) - \varphi(y_n) \geq -\frac{2}{n}. \]  
(6.4)

Let \( z_n \) be a global maximum of  
\[ u_{m_n}(y) - h(\|y\|) - \varphi(y). \]
It exists because of the decay of this function at infinity and the fact that, because \( B \) is compact, \( B \)-upper semi-continuity is equivalent to weak sequential upper-semi-continuity. Obviously \( \|z_n\| \leq C_1 \) and we also have  
\[ u_{m_n}(z_n) + \lambda_{m_n} \|z_n\|^{\frac{2}{1}} \frac{h'(\|z_n\|)}{\|z_n\|} + \langle z_n, A^{*}_{m_n} D\varphi(z_n) \rangle + F_{m_n}(z_n, D\psi_n(z_n), D^2\psi_n(z_n)) \leq 0, \]
(6.5)

where \( \psi(y) = h(\|y\|) - \varphi(y) \). Using the boundedness of \( z_n \), the fact that \( h'(\|y\|) / \|y\| > c > 0 \) for \( \|y\| \leq C_1 \), and the local uniform boundedness of the \( F_n \) and \( A^{*}_{m_n} D\varphi \), we therefore obtain that \( \|z_n\|_1 \leq C_2 \) which implies that \( z_n \rightharpoonup z \) in \( H_1 \) and \( z_n \to z \) in \( H \) for some \( z \in H_1 \).
Therefore \( u^+(z) \geq \limsup_{n \to \infty} u_{m_n}(z_n) \) and this then yields \( u^+(z) - h(\| z \|) - \varphi(z) \geq 0 \), i.e. that \( z = x \). Moreover it also follows that

\[
\lim_{n \to \infty} u_{m_n}(z_n) = (u^+ - h(\| \cdot \|))^*(x) + h(\| x \|).
\]

We can now pass to the \( \lim \inf \) in (6.5) to conclude the proof.

The following theorem is an immediate corollary of Theorems 6.1 and 4.1.

**Theorem 6.2.** Let \( A \) satisfy (2.1) and (2.2). Let the assumptions of this section on \( A_n \) and \( F_n \) be satisfied, and let \( B \) be compact. Let \( F^- = F^+ := F \) satisfy the assumptions of Theorem 4.1. Let \( u_n \) be locally bounded uniformly in \( n \) viscosity solutions of (6.3) in the sense of Definition 3.2. Let \( u^+ \) and \( u^- \) be bounded from above. Then \( u^+ = u^- =: u \), \( u \) is locally uniformly \( B \)-continuous (i.e. \( u \) is weakly sequentially continuous), and \( u \) is the unique bounded viscosity solution of (1.1) in the sense of Definition 3.2. Moreover the functions \( u_n \) converge to \( u \) pointwise as \( n \to \infty \) and the convergence is uniform on bounded subsets of \( H_\alpha \) for every \( \alpha > 0 \).

We point out that the limiting Hamiltonians \( F^+ \) and \( F^- \) may be of first order so the above theorems can be applied to singular perturbation problems and small noise limits.

The time dependent version of Theorem 6.2 is the following. The functions \( u^+ \) and \( u^- \) below are now defined by taking the \( \lim \sup \) and \( \lim \inf \) in both variables \( s \) and \( y \).

**Theorem 6.3.** Let \( A \) satisfy (2.1) and (2.2). Let the assumptions of this section on \( A_n \) and \( F_n \) be satisfied, and let \( B \) be compact. Let \( F^- = F^+ := F \) and let \( F,g \) satisfy the assumptions of Theorem 4.4. Let \( u_n \) be viscosity solutions of

\[
(u_n)_t + \langle A_n x, Du_n \rangle + F_n(t,x,Du_n,D^2u_n) = 0 \quad \text{in } (0,T) \times H
\]

in the sense of Definition 3.3 and such that

\[
|u_n(x)| \leq C(1 + \| x \|^k) \quad \text{for some } C > 0 \quad \text{(6.6)}
\]

and

\[
\lim_{t \to 0} |u_n(t,x) - g(x)| = 0 \quad \text{(6.7)}
\]

uniformly on bounded sets, uniformly in \( n \).

Then \( u^+ = u^- =: u \), \( u \) is weakly sequentially continuous, and \( u \) is the unique viscosity solution of (1.2) in the sense of Definition 3.3 satisfying (6.6) and (6.7). Moreover the functions \( u_n \) converge to \( u \) pointwise as \( n \to \infty \) and the convergence is uniform on bounded subsets of \( [0,T_1] \times H_\alpha \) for every \( \alpha > 0 \) and \( 0 < T_1 < T \).

We want to close this section by showing how half-relaxed limits can be applied to show convergence of finite dimensional approximations.

Denote by \( V_N \) the space spanned by the eigenvectors of \( B \) corresponding to the eigenvalues that are greater than or equal to \( 1/N \). Let \( P_N \) be the orthogonal projection in \( H \) onto \( V_N \). Define

\[
A_N = (P_N A^* P_N)^*, \quad B_N = B P_N.
\]
Then $A_N$ is bounded and monotone in $H$, $A_N$ and $B_N$ satisfy (2.1), and
\[
\langle A_N^* x, x \rangle \geq \lambda \| P_N x \|^2_1, \quad \text{for } x \in H. \tag{6.8}
\]
We now have the following result.

**Theorem 6.4.** Let $A$ satisfy (2.1), (2.2), and let $D(A^*) = R(B)$. Let $F$ satisfy (1)\_0, (2), (3), let $\sup_{x \in H} |F(x, 0, 0)| = M < +\infty$, and let $B$ be compact. Let $u$ be the unique bounded viscosity solution of (1.1), and let $u_N(x) = v_N(P_N x)$, where the $v_N$ are the viscosity solutions of
\[
v_N + \langle A_N x, Dv_N \rangle + F(x, Dv_N, D^2v_N) = 0 \quad \text{in } H_N. \tag{6.9}
\]
Then $u_N \to u$ pointwise in $H$ as $N \to \infty$ and the convergence is uniform on bounded subsets of $H_\alpha$ for every $\alpha > 0$.

**Proof.** Under our assumptions equation (6.9) has a unique viscosity solution $v_N$ such that $|v_N| \leq M$ for every $N \geq 1$. Also (see [25]) the functions $u_N$ are viscosity solutions of
\[
u_N + \langle A_N x, Du_N \rangle + F(P_N x, P_N Du_N, P_N D^2u_N) = 0 \quad \text{in } H.
\]
Since the above equations have only bounded terms the solutions can be interpreted in the usual sense of [21] which in particular implies that the $u_N$ are solutions in the sense of Definition 3.2.

We first observe that the $A_N$ satisfy (6.2) with a strong convergence. This follows from the proof of Lemma 2.3 of [5] upon noticing that $D(A^*) = R(B)$ guarantees that the operator $Q = A^*B + cB$ has bounded inverse $Q^{-1} = B^{-1}(A^* + cI)^{-1}$ for every $c > 0$. The last statement is a trivial consequence of the closed graph theorem.

We next claim that for every test function $\varphi$, the family $A_N^* D\varphi$ is locally uniformly bounded. This is true since
\[
\|A_N^* D\varphi(x)\| \leq \|A^*BP_NB^{-1}(A^* + I)^{-1}(A^* + I)D\varphi(x)\|
\leq \|A^*B\|\|B^{-1}(A^* + I)^{-1}\|\|(A^* + I)D\varphi(x)\| \leq C\|(A^* + I)D\varphi(x)\|.
\]
However we cannot invoke Theorem 6.1 directly as the $A_N$ only satisfy (6.8). Instead we will follow its proof pointing out the main differences. Repeating its arguments we have instead of (6.4) that

Therefore there exist $y_N$ and $m_N$ such that
\[
u_N(P_m y_N) - h(\|P_m y_N\|) - \varphi(P_{m_N} y_m) \geq -\frac{2}{N}.
\]
We then take $z_N$ to be a global maximum of
\[
v_m(y) - h(\|y\|) - \varphi(y) \quad \text{over } H_{m_N}.
\]
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As before obviously \( \|z_N\| \leq C_1 \) and we have in (6.5)

\[
v_{m_N}(z_N) + \lambda \|z_N\| \frac{h'(\|z_N\|)}{\|z_N\|} + \langle z_N, A_{m_N}^* D\varphi(z_N) \rangle \\
+ F_{m_n}(z_N, P_{m_N} D\psi(z_N), P_{m_N} D^2\psi(z_N) P_{m_N}) \leq 0,
\]

(6.10)

where \( \psi(y) = h(\|y\|) - \varphi(y) \). This implies that (notice that \( z_N = P_{m_N} z_N \) \( \|z_N\| \leq C_2 \), which gives \( z_N \rightharpoonup z \) in \( H_1 \) and \( z_N \rightharpoonup z \) in \( H \) for some \( z \in H_1 \).

Therefore we obtain \( u^+(z) \geq \limsup_{N \to \infty} u_{m_N}(z_N) = \limsup_{N \to \infty} v_{m_N}(z_N) \) and this gives \( u^+(z) - h(\|z\|) - \varphi(z) \geq 0 \), i.e. that \( z = x \). We also obtain

\[
\lim_{N \to \infty} u_{m_N}(z_N) = (u^+ - h(\|\cdot\|))^*(x) + h(\|x\|).
\]

We can now pass to the \( \lim \inf \) in (6.10) using Lemma 2.8 of [25].

In spite of the novelty of the method of half-relaxed limits in infinite dimensions, Theorem 6.4 is not really new under our assumptions. Convergence of finite dimensional approximations was proved in [25] (following a similar method for first order equations of [5]) by first proving uniform continuity estimates for the \( u_N \) and then showing their local uniform convergence. In [25] assumption (2.2) was not needed but here condition (2) is a little more general. However our new method may succeed in situations where we may not be able to obtain uniform priori estimates for the continuity of \( u_N \).

Similar results can also be obtained for time dependent problems and for problems where we do not assume that \( D(A^*) = R(B) \). We do not work out the details here as they are technical and lengthy, and the final statements are similar to the results of [25]. However there is a significant difference between the approximations used in [25] (and in [5] before) and the ones we would need here for the half-relaxed limits. In [25] the operator \( A \) was first approximated by its Yoshida approximation \( A_\lambda \) and then by \( A_{\lambda,N} = P_N A_\lambda P_N \). We do not know if this process would succeed here. It seems that we need first to take \( A_\lambda = A + \lambda B^{-1} \) and then use \( A_{\lambda,N} = P_N A_\lambda P_N \) for the above \( A_\lambda \). This kind of approximation procedure was used in [6] and we refer the readers to this paper for some ideas and hints on how the proof should proceed in our case.

References


Department of Mathematics and Statistics
University of Massachusetts
Amherst, MA 01003, U.S.A.
kelome@math.umass.edu

School of Mathematics
Georgia Institute of Technology
Atlanta, GA 30332, U.S.A.
swiech@math.gatech.edu