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Suppose we are given a finite set of celery sticks of positive integer lengths.

We wish to chop these sticks into unit-length pieces, using a knife that can cut up to $w$ sticks at a time, where $w$ is a fixed positive integer (called the width of the knife).

How should we proceed in order to chop up the sticks using as few cuts as possible?

Answer: (J. Ginsburg and S, 2000) At each step, choose the w longest nontrivial (that is, of length greater than one) sticks, or all nontrivial sticks if there are less than $w$ of them, and chop these all in half or as nearly in half as possible.

We will identify a set of $k$ sticks with an infinite non-increasing sequence $\mathcal{S}$ of positive integers, where the first $k$ integers in $\mathcal{S}$ represent the lengths of the sticks, and the remaining members of $\mathcal{S}$ are all 1's.
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We will identify a set of $k$ sticks with an infinite non-increasing sequence $\mathcal{S}$ of positive integers, where the first $k$ integers in $\mathcal{S}$ represent the lengths of the sticks, and the remaining members of $\mathcal{S}$ are all 1's.

The set of all such sequences $\mathcal{S}$ will be denoted $\mathscr{S}$.

Note that the addition (or deletion) of 1's (which represent trivial sticks not needing to be cut) at the end of any $\mathcal{S} \in \mathscr{S}$ will not affect the number of chops needed.

Thus, for example, $(5,2,2,1,1, \ldots)$ will usually be denoted $(5,2,2)$.

For each $\mathcal{S} \in \mathscr{S}$, define the chop vector of $\mathcal{S}$ by

$$
\mathbf{v}_{\mathcal{S}}=\left(v_{1}, v_{2}, v_{3}, \ldots\right)
$$

where, for each integer $w \geq 1, v_{w}$ is the minimum number of cuts needed to chop $\mathcal{S}$ into unit pieces given a knife which can cut up to $w$ pieces at a time.
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For example, consider $\mathcal{S}=(7,3,2)$. Then $v_{1}=6+2+1=9$, and $v_{2}=5$ because, with a knife of width $w=2$, the binary algorithm would cut $\mathcal{S}$ up in five steps as follows:

$$
\begin{aligned}
(7,3,2) & \rightarrow(4,3,2,2,1) \\
& \rightarrow(2,2,2,2,2,1,1) \\
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Ignoring trivial sticks, we would write this dissection of $\mathcal{S}=(7,3,2)$ as
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But with a knife of width $w=3$, the chopping up takes only three steps:
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But what does all this have to do with partially ordered sets??
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Thao Do: Master's Thesis on integer partitions (U of C, 2009)
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The proof is a slightly tricky induction on the number of steps required to completely chop up a set of sticks.
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In contrast, all the joins illustrated in the Figure are in fact preserved, and we have not yet found a join that is not.

## Problem

1 Is $\phi$ join preserving?

An affirmative answer to this problem would supply an alternate proof to our Theorem.
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