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#### Abstract

This paper contains rigorous results for a simple stochastic model of heat conduction similar to the KMP (Knipnis-Marchiori-Presutti) model but with possibly energydependent interaction rates. We prove the existence and uniqueness of nonequilibrium steady states, their relation to Lebesgue measure, and exponential convergence to steady states from suitable initial conditions.
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## 1 Introduction

A number of mathematical models of 1-D heat conduction have been introduced in recent years. Some of these models are defined by purely deterministic dynamics ( $1,5,7,8,11$, $12,14,15,21,22,24,26,27,33-35)$, some are deterministic systems perturbed by noise ( $[2,3,25]$ ), and others are stochastic models ( $[10,12,16,20,30]$ ). These setups provide useful frameworks for studying nonequilibrium phenomena such as conductivity, energy and density profiles, Fourier Law, fluctuations and large deviations, see e.g., [4, 9, 23]. From a mathematical point of view, among the most basic questions are the existence and uniqueness of nonequilibrium steady states when the chain is connected to unequal heat baths, and the rates of convergence to steady states. Fundamental as they are, these questions are very difficult for Hamiltonian systems. The only situation for which there is a complete understanding is that of chains of anharmonic oscillators, a summary of the results for which is given in [31]. Stochastic models are generally simpler; still, answers have been elusive, especially with regard to questions of existence of invariant measures.

[^0]The purpose of this paper is to illustrate, using a simple stochastic model, how these questions can sometimes be settled using certain known techniques. Inspired by the KMPmodel [20], we consider here a model consisting of a chain of $N$ sites each of which is described by a single quantity, namely its energy. When the clock between two adjacent sites rings, the energies of the two sites are pooled together and randomly repartitioned. A similar operation is performed between the end sites and the baths: i.i.d. sequences of energies that are exponentially distributed are drawn from the baths and mixed with energies from the end sites. Unlike the KMP-model, where all the clocks have rate 1, we permit energy-dependent rates of interactions. This may be both more realistic and more natural for particle systems: one can speed up the dynamics by speeding up individual particles, and in a chain that is out of equilibrium, particles are likely to move at different speeds in different parts of the chain. For a class of models with these properties (see Sect. 2.1 for a precise description), we prove the existence and uniqueness of nonequilibrium steady states, their absolute continuity with respect to Lebesgue measure, and the exponential convergence to steady states starting from suitable initial conditions. Precise results are stated in Sect. 3. Generalized KMP processes have also been considered recently in the physics literature; see e.g. [29].

Conceptually, the following are the main issues: For the existence of invariant measures, one needs to control the amount of energy that flows into and out of a chain. This can be problematic because interaction with heat baths is determined by the dynamics near the ends of the chain, and they may not adequately reflect what goes on in the interior. Pathologies such as the hoarding of energy, which leads to a chain's heating up, or the reverse, leading to its freezing [13], can in principle happen; it is one thing to say they should not happen for models that are "sufficiently physical", another to mathematically rule them out. As for uniqueness of the invariant measure, and its absolute continuity with respect to Lebesgue measure, the main difficulty is that in systems with nearest-neighbor interactions, such as what we have here, transition probabilities corresponding to individual interactions are highly degenerate, as they involve only two out of the $N$ variables (or sets of variables) where $N$ is the length of the chain.

With regard to technical proofs, for the type of problems considered here one generally uses either operator based or probabilistic arguments. In a spectral approach, the existence of invariant measures is obtained by solving an eigenvalue problem, and exponential convergence corresponds to a spectral gap. For the nonequilibrium results on anharmonic chains, the existence and uniqueness of invariant measures was first proved in [14] using these techniques (though the authors did not prove a spectral gap). In more probabilistic approaches, Lyapunov functions are often used to ensure tightness, and coupling (see e.g. [28]) is by now a standard tool for studying the speed of convergence. For anharmonic chains, these ideas were used in [27] to show exponential convergence to steady state; this paper also contains a second proof of existence. We have elected to go the probabilistic route, which avoids technical choices of functions spaces. While the present model is simple enough that both methods are likely workable, we think that the Lyapunov-function-coupling approach, which is "softer", may be easier to apply to larger classes of nonequilibrium stochastic models. Finally, the systems considered in $[8,14,27]$ are defined by SDEs, for which Hörmander's conditions can be used to give hypoellipticity. That in turn implies that every invariant measure has a density supported on the entire space, from which the uniqueness of invariant measure follows. These ideas are used in the papers cited. Our model is not described by an SDE, and we know of no such ready-made tools applicable to Markov jump processes of the type considered here; hence we have to prove these results "by hand".

The organization of this paper is straightforward: Model description is given in Sect. 2, followed by statements of results in Sect. 3. Background material is reviewed in Sect. 4;
main ingredients of the proofs are contained in Sects. 5 and 6, and the proofs are completed in Sect. 7.

## 2 Model Description

### 2.1 Heat Transport Model of KMP Type

We consider in this paper a heat transport model having a setup similar to that in [20] but with a more general, possibly energy-dependent, interaction rate.

Let $N \geq 1$ be a fixed integer. We consider $N$ linearly ordered sites labeled $1,2, \ldots, N$, each storing a finite amount of energy $x_{i}>0$, so that the states of the model are represented by vectors $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{N}\right) \in \mathbb{R}_{+}^{N}$. Energy exchanges take place between adjacent sites, and the two ends of the chain are coupled to two heat baths, which we think of as located at sites 0 and $N+1$. The temperatures of the heat baths are set at $T_{L}$ and $T_{R}$. Without loss of generality, we assume $0<T_{L}, T_{R}<1$.

More precisely, the system is equipped with independent exponential clocks, $c_{0}, c_{1}$, $\ldots, c_{N}$. For $0<i<N, c_{i}$ determines the times of energy exchange between sites $i$ and $i+1$ : When it goes off, $x_{i}$ and $x_{i+1}$ are updated instantaneously to $\hat{x}_{i}$ and $\hat{x}_{i+1}$ where

$$
\hat{x}_{i}=p\left(x_{i}+x_{i+1}\right) \quad \text { and } \quad \hat{x}_{i+1}=(1-p)\left(x_{i}+x_{i+1}\right),
$$

$p$ being a uniformly distributed random variable on $[0,1]$ that is independent of everything else. Similarly, $c_{0}$ and $c_{N}$ signal the times of energy exchange between the two baths and the sites closest to each. When $c_{0}$ rings, $x_{1}$ is updated to $\hat{x}_{1}=p\left(x_{1}+y\right)$ where $y$ is drawn randomly from an exponential distribution of mean $T_{L}$; the choice of $y$ is independent of history or anything else. Likewise, when $c_{N}$ rings, $x_{N}$ is updated to $\hat{x}_{N}=p\left(x_{N}+z\right)$ where $z$ is drawn randomly and independently from an exponential distribution of mean $T_{R}$.

In the original KMP model introduced in [20], all $N+1$ clocks ring at rate 1 . Here we relax this condition to permit energy-dependent rates of interaction. We assume that $\eta_{i}$, the rate of clock $c_{i}$, varies with time and is a function of the energies of the associated sites at that moment, i.e., for $0<i<N, \eta_{i}=f\left(x_{i}, x_{i+1}\right)$ for a function $f$ for which certain technical conditions will be imposed. For the rates of interaction with baths, we assume $\eta_{0}=f\left(T_{L}, x_{1}\right)$ and $\eta_{N}=f\left(x_{N}, T_{R}\right)$.

We assume the following conditions are satisfied by the function $f: \mathbb{R}_{+}^{2} \rightarrow(0, \infty)$ :

## Assumptions (H)

(1) There is a nondecreasing function $h(\cdot)$ and a constant $C$ such that

$$
h(\max \{x, y\}) \leq f(x, y) \leq \operatorname{Ch}(\max \{x, y\}) ;
$$

(2) $h(\cdot)$ has sublinear growth rate, i.e., $h(\alpha z) \leq \alpha h(z)$ for all $\alpha \geq 1$.

Notice that by setting $h \equiv 1$ and $C=1$, we recover the case of $\eta_{i} \equiv 1$. Our motivation for relaxing to energy-dependent rates of interaction comes from several examples of Hamiltonian (particle) systems (see e.g. [6, 12, 15, 34]), in which these rates are clearly affected by the energies of the particles in the relevant sites though the situation is nowhere near as simple as that described above.

### 2.2 Mathematical Framework

The model described in Sect. 2.1 is a continuous-time Markov chain on $\mathbb{R}_{+}^{N}$. The state of the system at time $t$ is denoted by

$$
\mathbf{x}(t)=\left(x_{1}(t), x_{2}(t), \ldots, x_{N}(t)\right) \in \mathbb{R}_{+}^{N}:=(0, \infty)^{N}
$$

Let $\mathcal{B}=\mathcal{B}\left(\mathbb{R}_{+}^{N}\right)$ be the Borel $\sigma$-algebra on $\mathbb{R}_{+}^{N}$. Throughout this paper, we will refer to this Markov chain as $\Phi_{t}, t \geq 0$, and its Markov transition kernel as $P^{t}(x, A)$. This implies in particular that for $t \geq 0, P^{t}(\mathbf{x}, \cdot)$ is a probability measure on $\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ for every $\mathbf{x} \in \mathbb{R}_{+}^{N}$, and $P^{t}(\cdot, A)$ is a measurable function for every $A \in \mathcal{B}$.

Formally, $\Phi_{t}$ is defined by the infinitesimal generator $\mathcal{G}$ acting on bounded measurable functions $\xi$ on $\mathbb{R}_{+}^{N}$ as follows:
$(\mathcal{G} \xi)(\mathbf{x})$

$$
\begin{aligned}
= & \sum_{i=1}^{N-1} f\left(x_{i}, x_{i+1}\right) \int_{0}^{1}\left[\xi\left(x_{1}, \ldots, p\left(x_{i}+x_{i+1}\right),(1-p)\left(x_{i}+x_{i+1}\right), \ldots, x_{N}\right)-\xi(\mathbf{x})\right] \mathrm{d} p \\
& +f\left(T_{L}, x_{1}\right) \int_{0}^{\infty} \int_{0}^{1}\left[\xi\left(p\left(x_{1}+y\right), x_{2}, \ldots, x_{N}\right)-\xi(\mathbf{x})\right] \beta_{L} e^{-\beta_{L} y} \mathrm{~d} p \mathrm{~d} y \\
& +f\left(x_{N}, T_{R}\right) \int_{0}^{\infty} \int_{0}^{1}\left[\xi\left(x_{1}, x_{2}, \ldots, p\left(x_{N}+y\right)\right)-\xi(\mathbf{x})\right] \beta_{R} e^{-\beta_{R} y} \mathrm{~d} p \mathrm{~d} y
\end{aligned}
$$

where $\beta_{L}=\left(T_{L}\right)^{-1}$ and $\beta_{R}=\left(T_{R}\right)^{-1}$.
Given $\Delta>0$, the time- $\Delta$ sample chain of $\Phi_{t}$ is the discrete-time Markov chain $\Phi_{n}^{\Delta}$, $n=0,1,2, \ldots$, whose transition probabilities are given by $P^{\Delta}(\mathbf{x}, \cdot)$. For $\Delta=1$, we omit the superscript $\Delta$, and write simply $\Phi_{n}$ and $P(\mathbf{x}, \cdot)$.

The left operator associated with the Markov transition kernel $P^{t}(\mathbf{x}, A)$ acting on the set of probability measures on $\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ is given by

$$
\begin{equation*}
\left(\mu P^{t}\right)(A)=\int_{\mathbb{R}_{+}^{N}} P^{t}(\mathbf{x}, A) \mu(\mathrm{d} \mathbf{x}) \tag{2.1}
\end{equation*}
$$

the right operator acting on the set of bounded measurable functions on $\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ is given by

$$
\begin{equation*}
\left(P^{t} \xi\right)(\mathbf{x})=\int_{\mathbb{R}_{+}^{N}} \xi(y) P^{t}(\mathbf{x}, \mathrm{~d} y) \tag{2.2}
\end{equation*}
$$

Left and right operators associated with the time-1 chain $\Phi_{n}$ are defined similarly.
A probability measure $\mu$ on $\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ is said to be invariant under the Markov chain $\Phi_{t}$ (resp. $\Phi_{n}$ ) if $\mu P^{t}=\mu$ for all $t \geq 0$ (resp. $\mu P=\mu$ ).

### 2.3 Justification of Rate Function

While it is not unnatural to assume that higher energy leads to faster clock rates, it is not true that the rates of interaction between adjacent sites carrying energies $x$ and $y$ can always be represented as a function of $\max \{x, y\}$. We provide here an example (see Fig. 1) that lends some justification to the form of $f(x, y)$ in Assumptions (H).

Fig. 1 A heat transport model with $m$ internal states in each site


We assume that (i) within each site there are $m$ internal states, labeled $l_{1}, l_{2}, \ldots, l_{m}$; (ii) in site $i$ a particle carrying energy $x_{i}$ hops from one internal state to another, its destination chosen randomly and independently of anything else, and the times between hops are exponentially distributed with mean $\sqrt{x}_{i}$; (iii) energy exchange between sites $i$ and $i+1$ occurs at the first instant when the particles in the two sites find themselves in the same internal state; and (iv) after an exchange, the process continues with the particles hopping at rates determined by their new energies.

For argument sake, we assume that at time 0 , the particles in sites $i$ and $i+1$ have internal states $l_{\sigma(i)} \neq l_{\sigma(i+1)}$. We let $v_{i}=\sqrt{x_{i}}, v_{i+1}=\sqrt{x_{i+1}}, v_{\max }=\max \left\{v_{i}, v_{i+1}\right\}$, and assume $v_{i} \geq v_{i+1}$. In a small time interval $[0, \varepsilon]$, the probability that energy is exchanged is larger than the probability that the particle in site $i$ hops to $l_{\sigma(i+1)}$ while the particle in site $i+1$ does not move. Hence

$$
f(x, y) \geq \lim _{\varepsilon \rightarrow 0} \frac{\frac{1}{m}\left(1-e^{-v_{i} \varepsilon}\right) e^{-v_{i+1} \varepsilon}}{\varepsilon}=\lim _{\varepsilon \rightarrow 0} \frac{v_{i}}{m} e^{-v_{i+1} \varepsilon}=\frac{1}{m} v_{\max } .
$$

On the other hand the probability that no energy is exchanged during the time period $[0, \varepsilon]$ is larger than the probability that neither particle changed their internal states. Hence

$$
f(x, y) \leq \lim _{\varepsilon \rightarrow 0} \frac{1-e^{-v_{i} \varepsilon} e^{-v_{i+1} \varepsilon}}{\varepsilon} \leq 2 v_{\max } .
$$

Hence the assumptions in Assumptions $(\mathrm{H})$ are satisfied with $h(z)=\frac{1}{m} \sqrt{z}$ and $C=2$.

## 3 Statement of Main Results

We begin by defining, in a general setting, a few terms that appear in the statement of our results. Let $(X, \mathcal{A})$ be a measurable space, and let $W: X \rightarrow[1, \infty)$ be a measurable function on $X$. We define the $W$-weighted supremum norm of a measurable function $\xi: X \rightarrow \mathbb{R}$ to be

$$
\|\xi\|_{W}=\sup _{x \in X} \frac{|\xi(x)|}{W(x)}
$$

so that for $W \equiv 1,\|\xi\|:=\|\xi\|_{1}=\sup _{x \in X}|\xi(x)|$ is the usual supremum norm of $\xi$. We also define the $W$-weighted variation norm of a signed measure $\mu$ on $(X, \mathcal{A})$ to be

$$
\|\mu\|_{W}=\int_{X} W(x)|\mu|(\mathrm{d} x)
$$

and let $L_{W}(X, \mathcal{A})$, or simply $L_{W}(X)$, denote the set of probability measures $\mu$ on $(X, \mathcal{A})$ with $\mu(W)<\infty$.

Given a Markov chain $\Psi_{t}$ on $X$ with Markovian transition kernel $\hat{P}^{t}$, the time correlation function of observables $\xi$ and $\zeta$ with respect to a probability measure $\mu$ on $(X, \mathcal{A})$ is defined to be

$$
C_{\xi, \zeta}^{\mu}(t)=\int_{X}\left(\hat{P}^{t} \zeta\right)(x) \xi(x) \mu(\mathrm{d} x)-\int_{X}\left(\hat{P}^{t} \zeta\right)(x) \mu(\mathrm{d} x) \int_{X} \xi(x) \mu(\mathrm{d} x) .
$$

The theorems below apply to the Markov chain $\Phi_{t}$ defined in Sect. 2.2; system size $N$ and bath temperatures $T_{L}, T_{R}<1$ are to be regarded as fixed. The interaction rates $f(x, y)$ of the chain are assumed to satisfy the conditions in Assumptions (H). Let $V: \mathbb{R}_{+}^{N} \rightarrow[1, \infty)$ be given by

$$
\begin{equation*}
V(\mathbf{x})=1+V_{0}(\mathbf{x}) \quad \text { where } V_{0}(\mathbf{x})=\sum_{i=1}^{N} x_{i} \tag{3.1}
\end{equation*}
$$

is the total energy of the state $\mathbf{x}$. Lebesgue measure on $\mathbb{R}_{+}^{N}$ is denoted by $\lambda$.
Theorem 1 There exists a unique $\pi \in L_{V}\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ that is invariant under $\Phi_{t}$.
Theorem 1 tells us where an invariant measure can be found; it does not guarantee that $\Phi_{t}$ has no other invariant measure (outside of $L_{V}\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ ), nor does it tell us if $\pi$ has a density. These two issues are not unrelated; we record the results in Theorem 2.

## Theorem 2

(a) The measure $\pi$ is absolutely continuous with respect to $\lambda$, with $\frac{d \pi}{d \lambda}>0 \lambda$-a.e.
(b) It is the only $\Phi_{t}$-invariant probability measure.

Having established the existence and uniqueness of nonequilibrium steady state, we proceed to describe its statistical properties. The ergodicity of $\left(\Phi_{t}, \pi\right)$ is an immediate consequence of Theorem 2(b). Our next results concern the speed of mixing.

Theorem 3 There exist constants $c>0$ and $0<\rho<1$ such that
(a) $\left\|P^{t}(\mathbf{x}, \cdot)-\pi\right\|_{V} \leq c V(\mathbf{x}) \rho^{t}$ for every $\mathbf{x} \in \mathbb{R}_{+}^{N}$;
(b) more generally, $\mu \in L_{V}\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ implies $\mu P^{t} \in L_{V}\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$, and

$$
\left\|\mu_{1} P^{t}-\mu_{2} P^{t}\right\|_{V} \leq c\left\|\mu_{1}-\mu_{2}\right\|_{V} \rho^{t} \quad \text { for all } \mu_{1}, \mu_{2} \in L_{V}\left(\mathbb{R}_{+}^{N}\right) .
$$

Corollary 4 The Markov chain $\Phi_{t}$ has exponential decay of time correlations with respect to the following measure and function classes: Let $\mu \in L_{V}\left(\mathbb{R}_{+}^{N}\right)$, and let $\xi$ and $\zeta$ be measurable functions on $\left(\mathbb{R}_{+}^{N}, \mathcal{B}\right)$ with $\|\xi\|<\infty$ and $\|\zeta\|_{V}<\infty$. Then

$$
\left|C_{\xi, \zeta}^{\mu}(t)\right| \leq\|\xi\|\|\zeta\|_{V}\|\mu\|_{V} \cdot 2 c \rho^{t}
$$

where $c$ and $\rho$ are as in Theorem 3.

## Remarks

(1) Tightness is needed to establish the existence of invariant measures, due to the noncompactness of the domain $\mathbb{R}_{+}^{N}$. For the case considered in [20], i.e., where all the clocks have rate 1 , this follows from a simple coupling argument: Observe first that when

Fig. 2 Energy profile of a chain with energy dependent interactions. Here, $N=100$, $T_{L}=0.2, T_{R}=1.0$ and $f(x, y)=\sqrt{\max \{x, y\}}$

$T_{L}=T_{R}=T$, the product measure $\Pi_{i=1}^{N} \beta e^{-\beta x_{i}}$, where $\beta=T^{-1}$, is invariant. Given a system with $T_{L}<T_{R}$, one can couple it to the system with $\bar{T}_{L}=\bar{T}_{R}=T_{R}$ as follows: Notice that each sample path is determined by $\left(t_{k}, i_{k}, p_{k} ; e_{k}^{L}, e_{k}^{R}\right)_{k=1,2, \ldots}$ where $t_{1}<t_{2}<\ldots$ are the times at which mixing occurs, $x_{i_{k}}$ and $x_{i_{k}+1}$ are mixed at time $t_{k}$ with proportions $p_{k}$ and $1-p_{k}$, and $e_{k}^{L}$ and $e_{k}^{R}$ are the $k$ th energies drawn from the two baths. We can couple the system with baths ( $T_{L}, T_{R}$ ) to the one with baths $\left(\bar{T}_{L}, \bar{T}_{R}\right)$ sample path by sample path, i.e., start from identical initial distributions, and use for both the same sequence ( $t_{k}, i_{k}, p_{k} ; *, e_{k}^{R}$ ) except in the slot marked $*$, where we require each energy drawn from the $T_{L}$-bath be less than the corresponding energy drawn from the $\bar{T}_{L}$-bath. This way, every $x_{i}$ in the ( $T_{L}, T_{R}$ )-system is smaller than the corresponding entry in the $\left(\bar{T}_{L}, \bar{T}_{R}\right)$-system at all times, guaranteeing that its invariant measure is dominated by the invariant measure of the ( $\bar{T}_{L}, \bar{T}_{R}$ )-system.

Notice that this argument fails when the rates of interactions are energy-dependent, for when the clocks have variable rates, there is no natural coupling of sample paths that will preserve the order of the interactions, and without this order preservation, the energies $\left\{x_{i}\right\}$ of the two systems are not directly comparable.
(2) Even when the setups are similar, nonequilibrium steady states can be qualitatively quite different for energy-dependent and energy-independent interactions. For example, for a fixed $N$, let $E_{i}$ be the mean of the $i$ th marginal distribution of $\pi$, i.e., $E_{i}=\mathbb{E}_{\pi}\left[x_{i}\right]$. We rescale this information onto $(0,1)$ by defining $E^{N}(x)=E_{i}$ for $x \in\left(\frac{i-1}{N}, \frac{i}{N}\right)$ for $i=1,2, \ldots, N$. In the case where $\eta_{i} \equiv 1, E^{N}$ tends to a linear profile $E^{\infty}(x)=T_{L}+$ ( $T_{R}-T_{L}$ ) $x$; this is proved in [20]. In the case where higher energy leads to faster clocks, we believe $E^{\infty}$ can be strictly concave for $T_{R}>T_{L}$, as the energy at site $i$ is "more influenced" by the distribution in site $i+1$ than the one in site $i-1$. A concrete example is given in Fig. 2.

## 4 Method of Proof

### 4.1 Some Known Results

We review here some known results on discrete-time Markov chains on general spaces that we will use. These results go back to Harris [18], who showed that unique ergodicity follows
from the existence of "small sets" that are visited infinitely often, extending both the picture for countable state Markov chains certain ideas of Doeblin to "unbounded" state spaces. This "small set" condition is often established by finding a Lyapunov function whose level sets have certain properties [19, 28]; a detailed exposition is contained in [28]. We will, however, follow [17], which contains a more direct proof of these results and has a formulation well suited for our purposes.

The setting is as follows: Let $(X, \mathcal{A})$ be a measurable space, and let $\Psi_{n}, n=0,1,2, \ldots$, be an arbitrary Markov chain on $X$ with Markov transition kernel $\hat{P}(x, \cdot)$. As before, we write

$$
(\hat{P} \xi)(x)=\int_{X} \hat{P}(x, \mathrm{~d} y) \xi(y) \quad \text { and } \quad(\mu \hat{P})(A)=\int_{X} \hat{P}(x, A) \mu(\mathrm{d} x) .
$$

Here $\xi: X \rightarrow \mathbb{R}$ is a bounded measurable function and $\mu$ is a probability measure on $(X, \mathcal{A})$. Of interest are the following two conditions:

Assumption (A1) There exists a measurable function $W_{0}: X \rightarrow[0, \infty)$ and constants $0 \leq$ $K<+\infty, \gamma \in(0,1)$ such that

$$
\left(\hat{P} W_{0}\right)(x)-W_{0}(x) \leq-\gamma W_{0}(x)+K \quad \text { for all } x \in X
$$

Assumption (A2) Let $D=\left\{W_{0} \leq 2 K / \gamma\right\}$. Then there exist $\alpha \in(0,1)$ and a probability measures $v$ on $(X, \mathcal{A})$ such that

$$
\inf _{x \in D} \hat{P}(x, \cdot) \geq \alpha \nu(\cdot)
$$

These assumptions carry the following intuitive meaning: Assumption (A1) asserts the existence of a Lyapunov type function; the $W_{0}$-value of a state is, on average, decreased unless it is already below a certain value. This is clearly conducive to tightness. Assumption (A2) asserts a Doeblin type condition for a set of the form $\left\{W_{0} \leq R\right\}$ for $R$ large enough. Starting from two initial distributions, these conditions say that the tendency of the chain is to drive them - uniformly but in the sense of expectations only - into a set from which a fraction of the measures can be coupled, setting the stage for exponential mixing.

In what follows, we let $W=W_{0}+1$, and let $\|\xi\|_{W},\|\mu\|_{W}$ and $L_{W}(X)$ be as defined in the beginning of Sect. 3. It follows easily from Assumption (A1) that for $\mu \in L_{W}(X), \mu \hat{P}$ is also in $L_{W}(X)$, because $(\mu \hat{P})(W) \leq(1-\gamma) \mu(W)+K$.

We recall the following results from [17]:
Theorem 4.1 (Theorems 1.2 and 1.3 in [17]) Assume Assumptions (A1) and (A2) hold for the Markov chain $\Psi_{n}$. Then $\Psi_{n}$ has a unique invariant probability measure $\mu_{*}$ in $L_{W}(X)$. Moreover, there exist $\bar{\alpha} \in(0,1)$ and $C_{1}, C_{2}>0$ such that
(a) for all $\mu_{1}, \mu_{2} \in L_{W}(X)$,

$$
\left\|\mu_{1} \hat{P}^{n}-\mu_{2} \hat{P}^{n}\right\|_{W} \leq C_{1} \bar{\alpha}^{n}\left\|\mu_{1}-\mu_{2}\right\|_{W}
$$

(b) for every measurable function $\xi$ with $\|\xi\|_{W}<\infty$,

$$
\left\|\hat{P}^{n} \xi-\mu_{*}(\xi)\right\|_{W} \leq C_{2} \bar{\alpha}^{n}\left\|\xi-\mu_{*}(\xi)\right\|_{W}
$$

## Remarks

(1) In [17], a family of norms parameterized by $\beta>0$ is introduced using $W_{\beta}=1+\beta W_{0}$ in the place of $W$. The authors of [17] showed that for suitable choices of $\beta$, the action of $\hat{P}$ is a contraction on $L_{W_{\beta}}(X)$, i.e., for $\mu_{1}, \mu_{2} \in L_{W_{\beta}}(X)$,

$$
\left\|\mu_{1} \hat{P}-\mu_{2} \hat{P}\right\|_{W_{\beta}} \leq \bar{\alpha}\left\|\mu_{1}-\mu_{2}\right\|_{W_{\beta}} .
$$

The results above are deduced from this together the facts that (i) for any two $\beta$, the corresponding norms are equivalent, and (ii) equipped with these norms, the spaces $L_{W_{\beta}}(X)$ are complete.
(2) This remark pertains to the constants $\bar{\alpha}, C_{1}$ and $C_{2}$ in Theorem 4.1. It is shown in [17] that if Assumption (A2) holds on $D_{R}=\{W \leq R\}$ for $R \geq 2 K / \gamma$ where $\gamma$ and $K$ are the constants in Assumption (A1), then for any $\alpha_{*} \in(0, \alpha)$ and any $\gamma_{*} \in(1-\gamma+2 K / R, 1)$, one can choose $\beta=\alpha_{*} / K$ and obtain a contraction rate

$$
\bar{\alpha}=\max \left\{1-\left(\alpha-\alpha_{0}\right),\left(2+R \beta \gamma_{*}\right) /(2+R \beta)\right\}
$$

with respect to the $\|\cdot\|_{W_{\beta}}$-norm (see item (1) above). The constants $C_{1}$ and $C_{2}$ come from the equivalence of the norms $\|\cdot\|_{W}$ and $\|\cdot\|_{W_{\beta}}$.

### 4.2 Outline of Proofs of Our Results

To prove Theorems 1 and 3 stated in Sect. 3, we will apply the results in Sect. 4.1 to the time-1 sample chain $\Phi_{n}$ of $\Phi_{t}$. The proof is divided into the following three steps:
(i) The first step is to establish Assumption (A1) with $W_{0}=V_{0}$, the total energy function. This consists of proving the following: (a) In the time interval $[0,1$ ), the expected energy gain under $\Phi_{t}$ is uniformly bounded independent of initial condition, and (b) starting from any initial distribution, there is a positive probability (bounded away from zero) that a fraction of the initial energy will be released into the heat baths before time 1.
(ii) The second step is to establish Assumption (A2). We will show in our case that the set $D$ in Assumption (A2) can be taken to be $\left\{V_{0} \leq M\right\}$ for any $M \in(1, \infty)$.
(iii) With the successful completion of these two steps, we will be in a position to appeal to Theorem 4.1 to obtain results analogous to Theorems 1 and 3 for the time-1 chain $\Phi_{n}$. In the last step, we pass these results to the original continuous-time Markov chain $\Phi_{t}$. Corollary 4 is easily deduced from Theorem 3.

The proof of Theorem 2 is related to Assumption (A2) but involves some additional ideas. We will show that any invariant probability measure of $\Phi_{t}$ is necessarily absolutely continuous with respect to Lebesgue measure, with a strictly positive density almost everywhere.

## 5 Expected Energy Gains

To prove tightness, or that the chain does not heat up over time, we need to control the amount of energy that flows into the chain. More precisely, given an initial condition $\mathbf{x}(0)$ and a number $\tau>0$, we define

$$
G_{L,[0, \tau)}(\mathbf{x}(0)):=\mathbb{E}_{\mathbf{x}(0)}\left[\sum_{t_{\alpha}} \max \left\{x_{1}\left(t_{\alpha}^{+}\right)-x_{1}\left(t_{\alpha}\right), 0\right\} \mathbf{1}_{\left\{0<t_{\alpha}<\tau\right\}}\right]
$$

where $t_{\alpha}>0$ are the times at which $c_{0}$ rings, $x_{1}\left(t_{\alpha}\right)$ is the energy at site 1 before the exchange and $x_{1}\left(t_{\alpha}^{+}\right)$immediately after the exchange. Similarly, define $G_{R,[0, \tau)}(\mathbf{x}(0))$ replacing $c_{0}$ and $x_{1}$ by $c_{N}$ and $x_{N}$ respectively, and let $G:=G_{L}+G_{R}$. Notice that $G \geq 0$, as it counts only the net flow of energy from the bath into the chain in each interaction. If the net flow is from the chain to the bath, a " 0 " is registered. We will refer to $G_{[0,1)}(\mathbf{x}(0)$ ) as the expected energy gain by the chain per unit time starting from initial condition $\mathbf{x}(0)$.

The goal of this section is to prove
Proposition 5.1 There exists a constant B depending on Ch(1) (and the assumption that $T_{L}$, $T_{R}<1$ ) such that $G_{[0,1)}(\mathbf{x}(0)) \leq B$ for all $\mathbf{x}(0) \in \mathbb{R}_{+}^{N}$.

For the definition of "Ch(1)", see Assumptions (H) in Sect. 2.1. The rationale for this result is that when $x_{1}$ is small, clock $c_{0}$ should not ring too often, and when it is large, the net flow of energy is more likely from the chain to the bath when $c_{0}$ rings, and the same is true for $x_{N}$ and $c_{N}$. Below we make these ideas mathematically rigorous.

### 5.1 Main Computation

Observe that before the first energy exchange with a bath, the rate $\eta_{i}$ of clock $c_{i}$ is less than or equal to $\max \left\{1, V_{0}(\mathbf{x}(0)) \operatorname{Ch}(1)\right\}$ for all $i$. We check this for $c_{0}$. If $\max \left\{T_{L}, x_{1}\right\} \leq 1$, then $f\left(T_{L}, x_{1}\right) \leq \operatorname{Ch}\left(\max \left\{T_{L}, x_{1}\right\}\right) \leq \operatorname{Ch}(1)$ by the monotonicity of $h$. If $\max \left\{T_{L}, x_{1}\right\}>1$, then $\max \left\{T_{L}, x_{1}\right\}=x_{1}>1$, and $f\left(T_{L}, x_{1}\right) \leq x_{1} \operatorname{Ch}(1) \leq V_{0}(\mathbf{x}(0)) \operatorname{Ch}(1)$ by condition (2) in Assumptions (H). The other cases are similar.

The rest of this section is devoted to the proof of the following lemma:
Lemma 5.2 There exists a constant B such that for every $\mathbf{x}(0) \in \mathbb{R}_{+}^{N}$, if $\tau \leq \operatorname{Ch}(1) e^{-2} M^{-2}$ for some $M \geq \max \left\{2, V_{0}(\mathbf{x}(0))\right\} \operatorname{Ch}(1)$, then $G_{[0, \tau)}(\mathbf{x}(0)) \leq B \tau$.

We note that both $M$ and $\tau$ depend on $\mathbf{x}(0)$, and for as long as $V_{0} \leq V_{0}(\mathbf{x}(0))$, we have $\eta_{i} \leq M$ (the " 2 " in its definition is for later convenience), and $M \tau \leq \frac{1}{2} e^{-2}$.

Proof We fix $\mathbf{x}(0)$, and consider separately the following mutually exclusive cases. It will be assumed implicitly throughout that all discussions pertain to the interval $[0, \tau)$. For $k=$ $0,1,2, \ldots, \infty$, let

$$
E_{k}=\left\{c_{0} \text { and } c_{N} \text { together ring exactly } k \text { times }\right\}
$$

The contributions to $G_{[0, \tau)}(\mathbf{x}(0))$ by the various events are analyzed as follows:
Event $E_{0}$ : Clearly, there is no energy gain in this case.
Event $E_{1}$ : We let $E_{1}=E_{1}^{0} \cup E_{1}^{N}$ corresponding to the cases where $c_{0}$ or $c_{N}$ rings. Since the two cases are treated in an identical fashion, we consider $c_{0}$ and drop the superscript 0 . We further subdivide $E_{1}$ (meaning $E_{1}^{0}$ ) into the following two cases:

$$
\begin{aligned}
& E_{1 a}:=\left\{c_{0} \text { rings exactly once, } c_{1} \text { does not ring before } c_{0} ; c_{N} \text { does not ring }\right\} ; \\
& E_{1 b}:=\left\{c_{0} \text { rings exactly once, } c_{1} \text { rings before } c_{0} ; c_{N} \text { does not ring }\right\}
\end{aligned}
$$

For notational simplicity, let us write $\beta=\beta_{L}$ and $x_{1}=x_{1}(0)$. Since $\mathbb{P}\left[E_{1 a}\right] \leq$ $\mathbb{P}\left[c_{0}\right.$ rings exactly once $\mid c_{1}$ does not ring before $c_{0}$, and $c_{N}$ does not ring $]$, we have

$$
\begin{aligned}
\mathbb{P}\left[E_{1 a}\right] & \leq \int_{0}^{\infty} \int_{0}^{1} \int_{0}^{\tau} e^{-f\left(x_{1}, T_{L}\right) s} f\left(x_{1}, T_{L}\right) e^{-f\left(p\left(x_{1}+y\right), T_{L}\right)(\tau-s)} \beta e^{-\beta y} \mathrm{~d} s \mathrm{~d} p \mathrm{~d} y \\
& \leq f\left(x_{1}, T_{L}\right) \int_{0}^{\infty} \int_{0}^{1} \int_{0}^{\tau} e^{f\left(p\left(x_{1}+y\right), T_{L}\right) s} \beta e^{-\beta y} \mathrm{~d} s \mathrm{~d} p \mathrm{~d} y \\
& \leq f\left(x_{1}, T_{L}\right) \tau \int_{0}^{\infty} e^{\left(x_{1}+y+1\right) C h(1) \tau} \beta e^{-\beta y} \mathrm{~d} y \\
& =f\left(x_{1}, T_{L}\right) \tau \cdot \frac{\beta}{\beta-C h(1) \tau} \cdot e^{\left(x_{1}+1\right) C h(1) \tau} \\
& <2 f\left(x_{1}, T_{L}\right) \tau
\end{aligned}
$$

To bound the last inequality, we have used $\operatorname{Ch}(1) \tau \leq \frac{1}{4} e^{-2}$ and $x_{1} C h(1) \leq M$.
It follows that the expected energy gain associated with $E_{1 a}$ is given by

$$
\begin{aligned}
\mathbb{P}\left[E_{1 a}\right] \cdot \mathbb{E}\left[G_{[0, \tau)}(\mathbf{x}(0)) \mid E_{1 a}\right] & =\mathbb{P}\left[E_{1 a}\right] \int_{0}^{\infty} \int_{0}^{1} \max \left\{p\left(x_{1}+y\right)-x_{1}, 0\right\} \beta e^{-\beta y} \mathrm{~d} p \mathrm{~d} y \\
& <2 \tau f\left(T_{L}, x_{1}\right) \int_{0}^{\infty} \frac{y^{2}}{2\left(x_{1}+y\right)} \beta e^{-\beta y} \mathrm{~d} y .
\end{aligned}
$$

Since

$$
f\left(T_{L}, x_{1}\right) \leq \operatorname{Ch}\left(\max \left\{x_{1}, T_{L}\right\}\right)<\operatorname{Ch}\left(x_{1}+1\right) \leq\left(x_{1}+1\right) \operatorname{Ch}(1)
$$

and

$$
\frac{y^{2}}{x_{1}+y}<\frac{1+y^{2}}{x_{1}+1} \quad \text { for all } x_{1}, y>0
$$

it follows that

$$
\begin{aligned}
\mathbb{P}\left[E_{1 a}\right] \cdot \mathbb{E}\left[G_{[0, \tau)}(\mathbf{x}(0)) \mid E_{1 a}\right] & <\operatorname{Ch}(1) \tau \int_{0}^{\infty}\left(1+y^{2}\right) \beta e^{-\beta y} \mathrm{~d} y \\
& =\operatorname{Ch}(1)\left(1+2 \beta^{-2}\right) \tau<3 \operatorname{Ch}(1) \tau
\end{aligned}
$$

Next, we claim

$$
\mathbb{P}\left[E_{1 b}\right] \leq\left(1-e^{-M \tau}\right) 2 M \tau<2 M^{2} \tau^{2} .
$$

For as long as $V_{0}=V_{0}(\mathbf{x}(0))$ up to the time of the ring, the probability of $c_{i}$ ringing at least once is the quantity in brackets, and we have shown above that the probability of any $c_{i}$ ringing exactly once is less than or equal to $2 M \tau$. Since $T_{L}<1$, the expected energy gain associated with $E_{1 b}$ is less than $\mathbb{P}\left[E_{1 b}\right]$, and $2 M^{2} \tau^{2} \leq 2 e^{-2} C h(1) \tau$.

Event $E_{k}, k>1$ : The times at which exchanges with baths take place are given by a rather complicated process: Consider, for example, $c_{0}$. At any one moment, the time to the next ring is given by an exponential distribution, but the parameters of this distribution vary with $x_{1}$, the value of which is in turn dependent on the history of interactions in the entire chain. When $c_{0}$ rings, the sequence of energies emitted by the bath is i.i.d., however, and we will take advantage of that.

To put the random variables representing energies emitted by the left and right baths on the same probability space, we introduce

$$
\varphi_{\theta}:(0,1) \rightarrow(0, \infty) \quad \text { defined by } \int_{0}^{\varphi_{\theta}(x)} \frac{1}{\theta} e^{-y / \theta} \mathrm{d} y=x
$$

so that $\varphi_{\theta}$ carries the uniform distribution on the unit interval $(0,1)$ to the exponential distribution with mean $\theta$.

We assume throughout that $\mathbf{x}(0)$ is the initial condition and $[0, \tau)$ is the time interval of interest. First fix $\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right) \in(0,1)^{k}$, and define $\Omega_{\mathbf{u}}$ to be the set of sample paths $\omega$ with the property that at the $i$ th energy exchange with a bath, $1 \leq i \leq k$, the energy drawn from the bath (to be mixed with $x_{1}$ or $x_{N}$ ) is $\varphi_{\sigma(\omega, i)}\left(u_{i}\right)$, where $\sigma(\omega, i)=T_{L}$ (resp. $T_{R}$ ) if this exchange is with the left (resp. right) bath. Thus for this sample path, the total amount of energy to enter the chain in the first $k$ exchanges with baths is bounded above by

$$
\sum_{i=1}^{k} \varphi_{\sigma(\omega, i)}\left(u_{i}\right) \leq \sum_{i=1}^{k} \varphi_{1}\left(u_{i}\right):=S_{k, \mathbf{u}} .
$$

In the last inequality, we have used the fact that for fixed $x \in(0,1), \varphi_{\theta}(x)$ increases with $\theta$. Let $\mathbb{P}_{\mathbf{u}}$ denote the conditional probability of $\mathbb{P}$ on $\Omega_{\mathbf{u}}$, and $\mathbb{E}_{\mathbf{u}}$ the corresponding expectation.

We claim that

$$
\mathbb{P}_{\mathbf{u}}\left(E_{k}\right)=\int \cdots \int_{\left\{0<s_{1}<s_{2}<\cdots<s_{k}<\tau\right\}} p_{1} q_{1} p_{2} q_{2} \cdots p_{k} q_{k} p_{k+1} \mathrm{~d} s_{1} \cdots \mathrm{~d} s_{k}
$$

where $p_{i}$ and $q_{i} d s_{i}$ are the probabilities of events $P_{i}$ and $Q_{i}$ :

$$
\begin{aligned}
P_{i} & =\left\{\text { neither } c_{0} \text { nor } c_{N} \text { rings on }\left(s_{i-1}, s_{i}\right) \mid P_{j}, Q_{j}, j<i\right\} \\
Q_{i} & =\left\{\text { one of } c_{0} \text { or } c_{N} \text { rings on }\left(s_{i}, s_{i}+d s_{i}\right) \mid P_{j}, j \leq i, \text { and } Q_{j}, j<i\right\} .
\end{aligned}
$$

The definitions above are to be read with $s_{0}=0$ and $s_{k+1}=1$. Using the generous bounds $p_{i} \leq 1$ and

$$
q_{i} \leq f\left(x_{1}\left(s_{i}\right), T_{L}\right)+f\left(x_{N}\left(s_{i}\right), T_{R}\right) \leq 2\left(M+C h(1) S_{k, \mathbf{u}}\right),
$$

we obtain

$$
\mathbb{P}_{\mathbf{u}}\left(E_{k}\right) \leq \frac{\tau^{k}}{k!}\left[2\left(M+\operatorname{Ch}(1) S_{k, \mathbf{u}}\right)\right]^{k} .
$$

With respect to $\mathbb{E}_{\mathbf{u}}$, then, the expected energy gain associated with $E_{k}$ is no greater than

$$
\begin{aligned}
\mathbb{E}_{\mathbf{u}}\left[\left(\sum_{i=1}^{k} \varphi_{\sigma(\cdot, i)}\left(u_{i}\right)\right) \mathbf{1}_{E_{k}}\right] & \leq S_{k, \mathbf{u}} \cdot \mathbb{P}_{\mathbf{u}}\left[E_{k}\right] \\
& \leq S_{k, \mathbf{u}} \frac{2^{k} \tau^{k}}{k!}\left(M+\operatorname{Ch}(1) S_{k, \mathbf{u}}\right)^{k} .
\end{aligned}
$$

Integrating over $\mathbf{u}$, we obtain the upper bound

$$
\begin{equation*}
\mathbb{E}\left[S_{k} \frac{2^{k} \tau^{k}}{k!}\left(M+\operatorname{Ch}(1) S_{k}\right)^{k}\right] \tag{5.1}
\end{equation*}
$$

where $S_{k}=\sum_{i=1}^{k} Y_{i}$ is the sum of $k$ independent, mean-1, exponentially distributed, random variables (called an Erlang distribution).

The probability density function of $S_{k}$ is $x^{k-1} e^{-x} /(k-1)$ !, and its moment generating function is $(1-t)^{-k}$. Differentiating the latter $m$ times, we obtain

$$
\mathbb{E}\left[S_{k}^{m}\right]=k(k+1) \cdots(k+m-1)<\prod_{j=0}^{m-1}(k+j)
$$

Thus the expectation in (5.1) is equal to

$$
\begin{aligned}
\frac{2^{k} \tau^{k}}{k!} \sum_{i=0}^{k}\binom{k}{i} M^{k-i}(\operatorname{Ch}(1))^{i} \mathbb{E}\left[S_{k}^{i+1}\right] & <\frac{2^{k} \tau^{k}}{k!} \sum_{i=0}^{k}\binom{k}{i} M^{k-i}(\operatorname{Ch}(1))^{i}(2 k)^{i+1} \\
& =\frac{2 k\left(2^{k} \tau^{k}\right)}{k!}(M+2 \operatorname{Ch}(1) k)^{k}
\end{aligned}
$$

This completes the estimate for the contribution from one $E_{k}$ at a time, for $k \geq 2$. (The argument is valid for $k=1$, but the bound is too weak to be useful.) To finish, we consider the expected energy gain from $\bigcup_{k \geq 2} E_{k}$. By Stirling's formula,

$$
n!\geq \sqrt{2 \pi n} \frac{n^{n}}{e^{n}}
$$

for all $n$ (see [32] for the version used). Hence

$$
\begin{aligned}
\sum_{k=2}^{\infty} \frac{2 k\left(2^{k} \tau^{k}\right)}{k!}(M+2 C h(1) k)^{k} & \leq \sum_{k=2}^{\infty} \frac{2 k e^{k}}{\sqrt{2 \pi k} \cdot k^{k}} \cdot(2 k M \tau)^{k}\left(\frac{1}{k}+\frac{2 C h(1)}{M}\right)^{k} \\
& <\sum_{k=2}^{\infty} \frac{2 k e^{k}}{\sqrt{2 \pi k} \cdot k^{k}} \cdot(2 k M \tau)^{k} \cdot e \quad \text { since } 2 C h(1) \leq M \\
& \leq \sum_{k=2}^{\infty} \frac{2 k e}{\sqrt{4 \pi}}(2 M \tau e)^{k}
\end{aligned}
$$

Letting $a:=2 M \tau e$ and noticing that $a \leq e^{-1}<\frac{1}{2}$, we see that the sum above is

$$
=\frac{e}{\sqrt{\pi}} \sum_{k=2}^{\infty} k a^{k}=\frac{e}{\sqrt{\pi}} \frac{a^{2}(2-a)}{(1-a)^{2}}<\frac{2 e}{\sqrt{\pi}} a^{2}=\frac{8 e}{\sqrt{\pi}} \operatorname{Ch}(1) \tau .
$$

The finiteness of this sum implies in particular that $\mathbb{P}\left[E_{\infty}\right]=0$.
Summing the contribution from all cases, we obtain that $G_{[0, \tau)}(\mathbf{x}(0))$ is bounded above by $B \tau$ for a constant $B$ independent of $\mathbf{x}(0)$.

### 5.2 Proof of Proposition 5.1

Starting from $\mathbf{x}(0)$, we introduce two sequences of random variables $\tau_{1}, \tau_{2}, \ldots$ and $X_{0}, X_{1}, \ldots$ as follows. To begin with, we let $X_{0}=\max \left\{2, V_{0}(\mathbf{x}(0))\right\} \operatorname{Ch}(1)$ and $\tau_{1}=$
$\operatorname{Ch}(1) e^{-2} X_{0}^{-2}$ (cf. Lemma 5.2). Let $X_{1}$ be the energy gain on the time interval [0, $\tau_{1}$ ) in the sense of the last section, i.e.,

$$
X_{1}=\sum_{t_{\alpha}} \max \left\{x_{1}\left(t_{\alpha}^{+}\right)-x_{1}\left(t_{\alpha}\right), 0\right\} \mathbf{1}_{\left\{0<t_{\alpha}<\tau_{1}\right\}}+\sum_{s_{\alpha}} \max \left\{x_{N}\left(s_{\alpha}^{+}\right)-x_{N}\left(s_{\alpha}\right), 0\right\} \mathbf{1}_{\left\{0<s_{\alpha}<\tau_{1}\right\}},
$$

where $t_{\alpha}$ (resp. $s_{\alpha}$ ) are the times at which $c_{0}$ (resp. $c_{N}$ ) rings.
By Lemma 5.2, $\mathbb{E}_{\mathbf{x}(0)}\left[X_{1}\right] \leq B \tau_{1}$. Since $\mathbf{x}(0)$ is fixed throughout, we will drop the subscript in $\mathbb{E}$ from here on.

Having defined $\tau_{k}$ and $X_{k}$ for all $k<n$, we define recursively

$$
\begin{equation*}
\tau_{n}=\frac{C h(1) e^{-2}}{\left(X_{0}+C h(1) \sum_{1 \leq k<n} X_{k}\right)^{2}}, \tag{5.2}
\end{equation*}
$$

and let $X_{n}$ be the energy gained on the "next" $\tau_{n}$ units of time, i.e. on the time interval $\left[t_{n-1}, t_{n}\right.$ ) where $t_{n}=\sum_{i \leq n} \tau_{i}$.

Observe that Lemma 5.2 can be applied to give

$$
\mathbb{E}\left[X_{n} \mid \tau_{n}=s\right] \leq B s,
$$

for if $\tau_{n}=s$, then $V_{0}\left(t_{n-1}\right)$, the total energy of the system at time $t_{n-1}$, satisfies

$$
\max \left\{2, V_{0}\left(t_{n-1}\right)\right\} C h(1) \leq X_{0}+C h(1) \sum_{1 \leq k<n} X_{k} .
$$

(The inequality is likely strict, for $X_{k}$ counts only (positive) net gain per interaction ignoring net losses.) Repeated applications of Lemma 5.2 then gives

$$
\mathbb{E}\left[\sum_{k=1}^{n} X_{k} \mid \sum_{k=1}^{n} \tau_{k}=s\right] \leq B s,
$$

and if $\mathbb{P}\left[\sum_{k=1}^{\infty} \tau_{k} \leq 1\right]=0$, then we have proved

$$
G_{[0,1)}(\mathbf{x}(0)) \leq B .
$$

It remains, therefore, to show $\mathbb{P}\left[\sum_{k=1}^{\infty} \tau_{k} \leq 1\right]=0$. Suppose not. Then for each sample path with $\sum_{k=1}^{\infty} \tau_{k} \leq 1$, there is an infinite sequence $k_{1}<k_{2}<\cdots$ with the property that $\tau_{k_{j}}<1 / k_{j}$; the absence of such a sequence would imply $\tau_{k} \geq 1 / k$ for all but finitely many $k$, leading to $\sum_{k=1}^{\infty} \tau_{k}=\infty$. But $\tau_{k_{j}}<1 / k_{j}$ implies, by (5.2), that

$$
\sum_{i=1}^{k_{j}-1} X_{i}>\frac{\sqrt{k_{j} \operatorname{Ch}(1)} e-X_{0}}{\operatorname{Ch}(1)}
$$

which tends to infinity as $k_{j} \rightarrow \infty$, contradicting

$$
\mathbb{E}\left[\sum_{k=1}^{\infty} X_{k} \mid \sum_{k=1}^{\infty} \tau_{k} \leq 1\right]<B .
$$

This completes the proof of Proposition 5.1.

## 6 Relevant Properties of the Time-1 Chain

In Sects. 6.1 and 6.2, we show that $\Phi_{n}$, the time-1 sample chain of $\Phi_{t}$, satisfies conditions Assumptions (A1) and (A2) in Sect. 4.1. These are the main ingredients in the proofs of Theorems 1 and 3. Section 6.3 discusses how $\Phi_{1}$ transforms the Lebesgue measure class, an issue at the heart of Theorem 2.

### 6.1 Total Energy as Lyapunov Function

In analogy with the definitions related to expected energy gain at the beginning of Sect. 5, we define expected energy loss to be $L:=L_{L}+L_{R}$ where

$$
\begin{equation*}
L_{L,[0, \tau)}(\mathbf{x}(0)):=\mathbb{E}_{\mathbf{x}(0)}\left[\sum_{t_{\alpha}} \max \left\{x_{1}\left(t_{\alpha}\right)-x_{1}\left(t_{\alpha}^{+}\right), 0\right\} \mathbf{1}_{t_{\alpha}<\tau}\right] \tag{6.1}
\end{equation*}
$$

where $t_{\alpha}>0$ are the times when $c_{0}$ rings, and $L_{R,[0, \tau)}(\mathbf{x}(0))$ is defined analogously.

Lemma 6.1 There exist $\gamma_{0}>0$ and $K_{*}<\infty$ such that for every $\mathbf{x}(0)$ with $V_{0}(\mathbf{x}(0))>K_{*}$,

$$
L_{[0,1)}(\mathbf{x}(0)) \geq \gamma_{0} V_{0}(\mathbf{x}(0)) .
$$

Proof We first lay out a procedure that we claim will lead to the systematic dumping of a fraction of $V_{0}(\mathbf{x}(0))$ into one of the baths - postponing the choice of constants and computation of probabilities till later.

Let $M=x_{n_{0}}(0)=\max \left\{x_{i}(0), 1 \leq i \leq N\right\}$, i.e., initially, site $n_{0}$ has the highest energy among all sites. Of interest to us is the event

$$
\mathbf{S}=\bigcap_{i=1}^{n_{0}} S_{i}
$$

where $S_{i}$ defines what happens on the time interval $[(i-1) \delta, i \delta)$ and the size of $\delta$ is to be specified:

$$
S_{i}=\{\text { The following hold on the time interval }[(i-1) \delta, i \delta):
$$

(a) $c_{n_{0}-i}$ rings exactly once;
(b) all other $c_{j}$ are silent; and
(c) $\left.x_{n_{0}-i}(i \delta) \geq \frac{1}{2} x_{n_{0}-i+1}((i-1) \delta)\right\}$.

That is to say, $S_{1}$ defines what takes place on $[0, \delta)$. In this event, $c_{n_{0}-1}$ is the only clock that rings; it rings exactly once, say at time $s_{1}$, resulting in $x_{n_{0}-1}\left(s_{1}^{+}\right) \geq \frac{1}{2} x_{n_{0}}\left(s_{1}\right)=\frac{1}{2} x_{n_{0}}(0) \geq \frac{1}{2} M$. The next ring, which takes place at time $s_{2} \in[\delta, 2 \delta)$, comes from $c_{n_{0}-2}$, and results in $x_{n_{0}-2}\left(s_{2}^{+}\right) \geq \frac{1}{2} x_{n_{0}-1}\left(s_{2}\right) \geq \frac{1}{4} M$. Inductively, one sees that $x_{1}\left(s_{n_{0}-1}^{+}\right) \geq 2^{-\left(n_{0}-1\right)} M$. Definitions associated with $S_{n_{0}}$ have to be interpreted a little differently: $x_{0}\left(s_{n_{0}}\right)$ is the energy emitted by the left bath in the exchange at time $s_{n_{0}}$, and $x_{0}\left(s_{n_{0}}^{+}\right)$is the portion of $x_{0}\left(s_{n_{0}}\right)+x_{1}\left(s_{n_{0}}\right)$ that goes to the bath. Event $S_{n_{0}}$ again stipulates that $x_{0}\left(s_{n_{0}}^{+}\right) \geq \frac{1}{2} x_{1}\left(s_{n_{0}}\right) \geq$
$2^{-n_{0}} M$. The amount of energy dumped, i.e., lost by the chain in the sense of (6.1), is $\max \left\{x_{0}\left(s_{n_{0}}^{+}\right)-x_{0}\left(s_{n_{0}}\right), 0\right\}$, and this is guaranteed to happen with probability $\mathbb{P}[\mathbf{S}]$.

Observe that we may assume $n_{0} \leq N / 2$ in the scheme above, for if $n_{0}>N / 2$, we can pass the energy to the right bath. It is clear from the discussion above that the sample paths in $\mathbf{S}$ lead to the dumping of a fraction of the highest energy. To obtain the desired bound on expected energy loss, we need to show that $\mathbb{P}[\mathbf{S}]$ is bounded below by a quantity independent of $V_{0}(\mathbf{x}(0))$. This is what the rest of the proof is about. As the computation is slightly different depending on the relation between interaction rates and system size, we separate into the following two cases:
Case 1. $N<\sup _{x} h(x)$. We let $M_{0}$ be such that $h\left(M_{0}\right) \geq \frac{N}{2}$, and consider only those initial conditions with $V_{0}(\mathbf{x}(0)) \geq N M_{0}$, so that $M$, the highest energy in any one site initially, is $\geq M_{0}$. We choose our time steps to be $\delta=h(M)^{-1}$, and notice that the process is completed within one unit of time, since $n_{0} \delta \leq \frac{N}{2} h(M)^{-1} \leq \frac{N}{2} h\left(M_{0}\right)^{-1} \leq 1$ by the nondecreasing property of $h$.
We write

$$
\mathbb{P}\left[S_{i} \mid S_{1}, \ldots, S_{i-1}\right]=P_{1}(i) P_{2}(i) P_{3}(i)
$$

where $P_{1}$ and $P_{2}$ correspond respectively to the probabilities of (a) and (b) in the definition of $S_{i}$ given $S_{j}$ for all $j<i$, and $P_{3}$ is the probability of (c) given (a), (b) and $S_{j}, j<i$. Observe that given $S_{1}, \ldots, S_{i-1}$, we have, at time $(i-1) \delta$,
(i) $x_{n_{0}-i}=x_{n_{0}-i}(0) \leq M$, and
(ii) $2^{-i+1} M \leq x_{n_{0}-i+1} \leq i M$.
(i) is clear, since neither of the clocks adjacent to it has rung so far. The lower bound in
(ii) is a consequence of $S_{j}, j<i$, and the upper bound is attained if $x_{j}(0)=M$ for every $j \in\left[n_{0}-i+1, n_{0}\right]$, and in every one of the first $i-1$ interactions, all of the energy goes to the site on the left.
To estimate $P_{1}(i)$, we let $x_{j}$ denote the energy at site $j$ before the clock rings and $\bar{x}_{j}$ after. Then, using the nondecreasing property and the sublinear growth rate of $h$, we obtain

$$
\begin{aligned}
P_{1}(i) & =\int_{0}^{\delta} f\left(x_{n_{0}-i}, x_{n_{0}-i+1}\right) e^{-f\left(x_{n_{0}-i}, x_{\left.n_{0}-i+1\right) s}\right.} e^{-f\left(\bar{x}_{n_{0}-i}, \bar{x}_{n_{0}-i+1}\right)(\delta-s)} \mathrm{d} s \\
& \geq \int_{0}^{\delta} h\left(\frac{M}{2^{i-1}}\right) e^{-C h(i M) s} e^{-C h((i+1) M)(\delta-s)} \mathrm{d} s \\
& =h\left(\frac{M}{2^{i-1}}\right) \cdot e^{-C h((i+1) M) \delta} \cdot \delta \\
& \geq 2^{-(i-1)} h(M) \cdot e^{-C(i+1) h(M) \delta} \cdot \delta \\
& =2^{-(i-1)} e^{-C(i+1)} \quad \text { since } \delta h(M)=1 .
\end{aligned}
$$

Likewise,

$$
P_{2}(i)=\prod_{j \neq n_{0}-i} e^{f\left(x_{j}, x_{j+1}\right) \delta} \geq\left(e^{-C h(i M) \delta}\right)^{N} \geq e^{-C i N}
$$

using again $\delta h(M)=1$, and it is obvious that $P_{3}(i) \geq \frac{1}{2}$. These estimates together show that $\mathbb{P}[\mathbf{S}]=\prod_{i=1}^{n_{0}} P_{1}(i) P_{2}(i) P_{3}(i)$ is bounded below by a quantity independent of $V_{0}(\mathbf{x}(0))$.

Finally, given $\mathbf{S}$, the expected energy loss at time $s_{n_{0}}$ is greater than $\frac{1}{2} x_{0}\left(s_{n_{0}}^{+}\right) \geq 2^{-n_{0}-1} M$ if $x_{0}\left(s_{n_{0}}^{+}\right) \geq 2$ (since $\mathbb{E}\left[x_{0}\left(s_{n_{0}}\right)\right]=T_{L}<1$ ). Thus if we take $K_{*}=N \cdot \max \left\{M_{0}, 2^{\frac{N}{2}+1}\right\}$, then $M \geq \max \left\{M_{0}, 2^{n_{0}+1}\right\}, x_{0}\left(s_{n_{0}}^{+}\right) \geq 2$, and the assertion in Lemma 6.1 holds with $\gamma_{0}=$ $\mathbb{P}[\mathbf{S}] 2^{-\left(\frac{N}{2}+1\right)} N^{-1}$.
Case 2. $N \geq \sup _{x} h(x)$. When it is not possible to satisfy $h(M) \delta=1$ and $N \delta \leq 1$ at the same time, we proceed a little differently: We let $h_{0}:=\sup _{x} h(x)$, fix $M_{0}$ with $h\left(M_{0}\right) \geq \frac{1}{2} h_{0}$, and choose $\delta=\frac{1}{N}$. Then for $M \geq M_{0}$, we have $\frac{1}{N} \frac{h_{0}}{2} \leq \delta h(M) \leq \frac{1}{N} h_{0}$, which is sufficient for our purposes.

We now state for the record
Proposition 6.2 The time-1 chain $\Phi_{n}$ satisfies Assumption (A1) with $W_{0}=V_{0}=\sum_{i=1}^{N} x_{i}$, i.e., there exist $K_{0}<\infty$ and $\gamma_{0}>0$ such that for all $\mathbf{x} \in \mathbb{R}_{+}^{N}$, we have

$$
\left(P V_{0}\right)(\mathbf{x})-V_{0}(\mathbf{x}) \leq-\gamma_{0} V_{0}(\mathbf{x})+K_{0} .
$$

Proof Since

$$
P V_{0}(\mathbf{x})-V_{0}(\mathbf{x})=G_{[0,1)}(\mathbf{x})-L_{[0,1)}(\mathbf{x})
$$

where $G_{[0,1)}$ and $L_{[0,1)}$ are the expected energy gain and loss in one unit of time for the continuous-time chain $\Phi_{t}$, it follows from Proposition 5.1 and Lemma 6.1 that

$$
\left(P V_{0}\right)(\mathbf{x})-V_{0}(\mathbf{x}) \leq-\gamma_{0} V_{0}(\mathbf{x})+B
$$

whenever $V_{0}(\mathbf{x}) \geq K_{*}$. The desired inequality then holds for all $\mathbf{x} \in \mathbb{R}_{+}^{N}$ with $K_{0}=B+$ $\gamma_{0} K_{*}$.

### 6.2 Doeblin-Type Condition on Sets with Bounded Total Energy

In what follows we will use the notation $D_{a}:=\left\{V_{0} \leq a\right\}$, and $B_{a}:=\left\{\mathbf{x}: x_{i}<a \forall i\right\}$. Recall that Lebesgue measure on $\mathbb{R}^{N}$ is denoted by $\lambda$, and for $B \subset \mathbb{R}_{+}^{N},\left.\lambda\right|_{B}$ is the restriction of $\lambda$ to $B$.

Lemma 6.3 Given any $M, a>0$, there exists $\epsilon=\epsilon(M, a)>0$ such that

$$
\begin{equation*}
P(\mathbf{x}, \cdot) \geq \epsilon\left(\left.\lambda\right|_{B_{a}}\right) \quad \text { for all } \mathbf{x} \in D_{M} . \tag{6.2}
\end{equation*}
$$

Proof For $\mathbf{z}=\left(z_{1}, \ldots, z_{N}\right) \in \mathbb{R}_{+}^{N}$ and $\sigma>0$, let $B(\mathbf{z}, \sigma):=\left\{z_{i} \leq x_{i}<z_{i}+\sigma\right.$, all $\left.i\right\}$. It suffices to produce, for given $M, a>0$, an $\epsilon$ for which

$$
P(\mathbf{x}, B(\mathbf{z}, \sigma)) \geq \epsilon \lambda(B(\mathbf{z}, \sigma))
$$

holds for all $\mathbf{x} \in D_{M}$ and all $\mathbf{z}, \sigma$ such that $B(\mathbf{z}, \sigma) \subset B_{a}$. Let $M, a, \mathbf{x}, \mathbf{z}$ and $\sigma$ be fixed.
As before, we first identify the event of interest: Let $\delta=\frac{1}{N+1}$. We consider $\mathbf{S}=S_{0} \cdots S_{N}$ where $S_{i}$, which specifies what happens on the time interval $[i \delta,(i+1) \delta)$, is defined as follows:

$$
\begin{aligned}
S_{i} & =A_{i} \cap\left\{\text { on }[i \delta,(i+1) \delta), c_{i} \text { rings exactly once, all other clocks are silent }\right\} \\
A_{0} & =\{\text { energy emitted by left bath } \in(N a+1, N a+2)\}
\end{aligned}
$$

$$
A_{i}=\left\{x_{i}((i+1) \delta) \in\left[z_{i}, z_{i}+\sigma\right)\right\} \quad \text { for } i=1,2, \ldots, N .
$$

The idea is that a sufficiently large amount of energy is injected into the chain initially so that for $i=1, \ldots, N, x_{i}(i \delta) \geq 1+(N-i+1) a$, so it is always possible for site $i$ to acquire an amount of energy between $z_{i}$ and $z_{i}+\sigma$ and to pass the rest to site $i+1$, or to the right bath in the case $i=N$.

We seek an estimate from below in the form of $\epsilon \sigma^{N}$ for $\mathbb{P}[\mathbf{S}]$. The situation is simpler than in Lemma 6.1 as $\epsilon$ is allowed to depend on $M$ and $a$, as well as $N, h, T_{L}$ and $T_{R}$. Here are the considerations:
(i) At time $i \delta$, we need a lower bound on $\eta_{i}=$ the rate of $c_{i}$, to bound from below the probability of $c_{i}$ ringing within time $\delta$. Here we have $\eta_{0} \geq h\left(T_{L}\right)$, and for $i=1, \ldots, N$, $\eta_{i}=h\left(\max \left\{x_{i}(i \delta), x_{i+1}(i \delta)\right\}\right) \geq h(1+a)$ conditioned on $S_{j}, j<i$.
(ii) There is a uniform upper bound for $\eta_{i}$ as $V_{0} \leq M+N a+2$ throughout.
(iii) Finally, let $p \in(0,1)$ be the fraction in the next mixing that puts $x_{i} \in\left[z_{i}, z_{i}+\sigma\right)$. Given $S_{j}, j<i$, we will need $p \geq c \sigma$ for some $c>0$. For $i<N$, this is true as $1+a \leq$ $x_{i}(i \delta)+x_{i+1}(i \delta) \leq M+N a+2$. The case of $i=N$ is similar.

Further details are left to the reader.

It follows immediately from Lemma 6.3 that Assumption (A2) is satisfied by the time-1 chain $\Phi_{n}$. We have shown, in fact, that $D$ can be taken to be $\left\{V_{0} \leq M\right\}$ for any $M$, and $v$ can be taken to be $\left.\frac{1}{\lambda\left(B_{a}\right)} \lambda\right|_{B_{a}}$ for any $a>0$. We record the following immediate corollary, which connects the previous discussion to the next:

Corollary 6.4 For every $\mathbf{x} \in \mathbb{R}_{+}^{N}, P(\mathbf{x}, \cdot)$ has an absolutely continuous component with a strictly positive density.

We clarify this statement: By the Lebesgue Decomposition Theorem, any finite Borel measure $\mu$ on $\mathbb{R}_{+}^{N}$ can be decomposed into $\mu=\mu_{\mathrm{abs}}+\mu_{\perp}$ where $\mu_{\mathrm{abs}}$ is absolutely continuous with respect to $\lambda$ (written $\mu_{\text {abs }} \ll \lambda$ ) and $\mu_{\perp}$ is singular with respect to $\lambda$ (written $\left.\mu_{\perp} \perp \lambda\right)$. Letting $\mu=P(\mathbf{x}, \cdot)$, we observe that both $\mu_{\text {abs }}$ and $\mu_{\perp}$ are nontrivial for every $\mathbf{x}$ : Corollary 6.4 tells us that not only is $\mu_{\text {abs }}\left(\mathbb{R}_{+}^{N}\right)>0$, the Radon-Nikodym derivative of $\mu_{\text {abs }}$ with respect to $\lambda$ (written $\frac{d \mu_{\text {abs }}}{d \lambda}$ ) is $>0 \lambda$-a.e. To see that $\mu_{\perp}$ is nontrivial, notice that there is always a positive measure set of sample paths that correspond, for example, to $c_{i-1}$ and $c_{i}$ not ringing before time 1 for some $i$. Following these sample paths, the value of $x_{i}$ is not disturbed.

### 6.3 Action of Markov Operator on Lebesgue Measure Class

Recall that associated with the time- 1 chain, we have the operator $P$ acting on measures by

$$
(\mu P)(\cdot)=\int P(\mathbf{x}, \cdot) \mu(\mathrm{d} \mathbf{x})
$$

Lemma 6.5 For any finite Borel measure $\mu$ on $\mathbb{R}_{+}^{N}$, if $\mu \ll \lambda$, then $\mu P \ll \lambda$.
Proof Let

$$
\mathcal{L}(N)=\left\{\ell=\left(i_{1}, i_{2}, \ldots, i_{n}\right) \mid 0 \leq i_{1}, i_{2}, \ldots, i_{n} \leq N, n \in \mathbb{Z}^{+}\right\} .
$$

For $\ell=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$, we define the event $E(\ell)$ to be that in which clocks $c_{i_{1}}, c_{i_{2}}, \ldots, c_{i_{n}}$ ring in the order specified and these are only energy exchanges before $t=1$. We also let $E(\emptyset)$ and $E(\infty)$ denote respectively the event of zero or infinitely many rings on the time interval $[0,1)$. For $E=E(\ell), E(\emptyset)$ or $E(\infty)$, we define the operator $P_{E}$, which acts on the space of Borel measures on $\mathbb{R}_{+}^{N}$, by

$$
\left(\mu P_{E}\right)(A)=\int P_{E}(\mathbf{x}, A) \mu(\mathrm{d} \mathbf{x}) \quad \text { where } P_{E}(\mathbf{x}, A)=\mathbb{P}\left[\left(\Phi_{1} \in A \mid \Phi_{0}=\mathbf{x}\right) \mid E\right] .
$$

Then

$$
\begin{aligned}
\mu P(\cdot)= & \int_{\mathbb{R}_{+}^{N}}\left[\left(\sum_{\ell \in \mathcal{L}(N)} \mathbb{P}_{\mathbf{x}}[E(\ell)] P_{E(\ell)}(\mathbf{x}, \cdot)\right)+\mathbb{P}_{\mathbf{x}}[E(\emptyset)] P_{E(\emptyset)}(\mathbf{x}, \cdot)\right. \\
& \left.+\mathbb{P}_{\mathbf{x}}[E(\infty)] P_{E(\infty)}(\mathbf{x}, \cdot)\right] \mu(\mathrm{d} \mathbf{x})
\end{aligned}
$$

We will check at the end of the proof that $\mathbb{P}_{\mathbf{x}}[E(\infty)]=0$ for every $\mathbf{x}$. Focus first on the following two crucial observations:
(1) Given $\mu \ll \lambda$ and $\ell \in \mathcal{L}(N)$, we let $\mu_{\ell}$ be the measure on $\mathbb{R}_{+}^{N}$ with the property that

$$
\frac{d \mu_{\ell}}{d \lambda}(\mathbf{x})=\mathbb{P}_{\mathbf{x}}[E(\ell)] \frac{d \mu}{d \lambda}(\mathbf{x})
$$

Notice that $0<\mu_{\ell}\left(\mathbb{R}_{+}^{N}\right)<1$. Similarly define $\mu_{\emptyset}$. Then

$$
\begin{equation*}
\mu P=\mu_{\emptyset}+\sum_{\ell \in \mathcal{L}(N)} \mu_{\ell} P_{E(\ell)}, \tag{6.3}
\end{equation*}
$$

and it suffices to show the absolute continuity of each of the countably many measures on the right side of (6.3).
(2) For every $\ell=\left(i_{1}, \ldots, i_{n}\right)$, the operator $P_{E(\ell)}$ can be decomposed into

$$
P_{E(\ell)}=P_{E\left(i_{n}\right)} \cdots P_{E\left(i_{2}\right)} P_{E\left(i_{1}\right)},
$$

where $E(k)$ is the event that on the time interval $[0,1), c_{k}$ rings exactly once, and all other clocks are silent.
Observations (1) and (2) together reduce the problem to the following: Given $\mu \ll \lambda$ and $k \in\{0,1, \ldots, N\}$, it suffices to show that $\mu P_{E(k)} \ll \lambda$. Let $\xi=\frac{d \mu}{d \lambda}$. We claim, and leave the verification (which is straightforward) to the reader, that $\mu P_{E(k)}$ is the measure whose density $\eta_{k}$ with respect to $\lambda$ is given by

$$
\eta_{k}(\mathbf{x})=\int_{0}^{1} \xi\left(x_{1}, \ldots, x_{k-1}, p\left(x_{k}+x_{k+1}\right),(1-p)\left(x_{k}+x_{k+1}\right), x_{k+2}, \ldots, x_{N}\right) \mathrm{d} p
$$

for $0<k<N$ and $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$, while for $k=0$ and $N$, we have

$$
\begin{aligned}
& \eta_{0}(\mathbf{x})=\int_{0}^{\infty} \int_{\left(x_{1}-\hat{x}_{1}\right)^{+}}^{\infty} \xi\left(\hat{x}_{1}, x_{2}, \ldots, x_{N}\right) \frac{1}{\hat{x}_{1}+y} \beta_{L} e^{-\beta_{L} y} \mathrm{~d} y \mathrm{~d} \hat{x}_{1}, \\
& \eta_{N}(\mathbf{x})=\int_{0}^{\infty} \int_{\left(x_{N}-\hat{x}_{N}\right)^{+}}^{\infty} \xi\left(x_{1}, x_{2}, \ldots, \hat{x}_{N}\right) \frac{1}{\hat{x}_{N}+y} \beta_{R} e^{-\beta_{R} y} \mathrm{~d} y \mathrm{~d} \hat{x}_{N} .
\end{aligned}
$$

We finish with a proof of $\mathbb{P}_{\underline{\mathbf{x}}}[E(\infty)]=0$. Let $\mathbf{x} \in \mathbb{R}_{+}^{N}$ be fixed. Given $\varepsilon>0$, we know from Proposition 5.1 that for $\bar{M}$ large enough, $\mathbb{P}_{\mathbf{x}}\left[F_{\bar{M}}\right]>1-\varepsilon$ where $F_{\bar{M}}=\left\{V_{0}(\mathbf{x}(t)) \leq\right.$ $\bar{M}, t \in[0,1)\}$. With total energy $\leq \bar{M}$, each $c_{i}$ is, at any one point in time, no faster than a clock with rate $\bar{M}$. An estimate similar to that of $\mathbb{P}_{\mathbf{u}}\left(E_{k}\right)$ in the proof of Lemma 5.2 gives

$$
\mathbb{P}_{\mathbf{x}}\left[\text { exactly } k \text { rings } \mid F_{\bar{M}}\right] \leq \frac{\bar{M}^{k}}{k!}
$$

From this one deduces that

$$
\mathbb{P}_{\mathbf{x}}\left[\geq n \text { rings } \mid F_{\bar{M}}\right] \leq \sum_{k \geq n} \frac{((N+1) \bar{M})^{k}}{k!}
$$

which tends to 0 as $n \rightarrow \infty$.

## 7 Proof of Theorems

### 7.1 Summary of Results for Time- $\Delta$ Sample Chains

Recall that for any $\Delta>0$, the time- $\Delta$ sample chain of $\Phi_{t}$ is denoted by $\Phi_{n}^{\Delta}$. We summarize here a few results for the discrete-time chain $\Phi_{n}^{\Delta}$ the main computations for which have been carried out in Sects. 5 and 6. Let $V(\mathbf{x})=V_{0}(\mathbf{x})+1$.

## Proposition 7.1

(a) For every $\Delta>0, \exists$ a unique $\pi_{\Delta} \in L_{V}\left(\mathbb{R}_{+}^{N}\right)$ left invariant by $\Phi_{n}^{\Delta}$.
(b) There exist constants $C_{0}>0$ and $\rho_{0} \in(0,1)$ such that for all $\Delta \in[1,2]$,

$$
\left\|\mu_{1} P^{n \Delta}-\mu_{2} P^{n \Delta}\right\|_{V} \leq C_{0} \rho_{0}^{n}\left\|\mu_{1}-\mu_{2}\right\|_{V}
$$

holds for all $\mu_{1}, \mu_{2} \in L_{V}\left(\mathbb{R}_{+}^{N}\right)$.
Proof For $\Delta=1$, Assumption (A1) is given by Proposition 6.2, and Assumption (A2) is proved in Sect. 6.2. These results are extended mutatis mutandis to any $\Delta>0$. Thus part (a) in the proposition follows immediately from Theorem 4.1, as does part (b) if constants are permitted to depend on $\Delta$. That two numbers $C_{0}$ and $\rho_{0}$ can be chosen to work for all $\Delta \in[1,2]$ is what remains to be checked. We leave it to the reader to verify that uniform constants can be chosen for the range of $\Delta$ specified in the proofs of Proposition 6.2 and Lemma 6.3. (The choice of [1,2] is arbitrary but upper and lower bounds are clearly needed: For example, expected energy gain on the time interval $[0, \Delta)$ is shown to be less than $B \Delta$, and the constant $\epsilon$ in Lemma 6.3 goes to zero as $\Delta \rightarrow 0$.) Explicit relationships between the constants in Assumption (A1) and (A2) and the numbers $C_{0}$ and $\rho_{0}$ are given in item (2) in the Remark following Theorem 4.1.

Proposition 7.2 The following hold for any $\Delta>0$ :
(a) Every $\Phi_{n}^{\Delta}$-invariant Borel probability measure $\mu$ is $\ll \lambda$ with $\frac{d \mu}{d \lambda}>0 \lambda$-a.e.
(b) It follows from (a) that $\Phi_{n}^{\Delta}$ has at most one invariant probability measure.

Proof The proofs are identical for all $\Delta>0$. For notational simplicity, we assume $\Delta=1$.
(a) Let $\mu$ be an invariant probability measure for $\Phi_{n}$, and let $\mu=\mu_{\mathrm{abs}}+\mu_{\perp}$ be the decomposition in the last paragraph of Sect. 6.2. Then $\mu P=\mu_{\mathrm{abs}} P+\mu_{\perp} P$. By Lemma 6.5, we have $\mu_{\text {abs }} P \ll \lambda$, while Corollary 6.4 tells us that if $\mu_{\perp}\left(\mathbb{R}_{+}^{N}\right) \neq 0$, then $\mu_{\perp} P$ will have a nonzero absolutely continuous component. Since it is impossible for $\left((\mu P)_{\perp}\right)\left(\mathbb{R}_{+}^{N}\right)$ to be strictly smaller than $\left(\mu_{\perp}\right)\left(\mathbb{R}_{+}^{N}\right)$, we conclude that $\mu_{\perp}\left(\mathbb{R}_{+}^{N}\right)=0$, i.e., $\mu \ll \lambda$. That $\frac{d \mu}{d \lambda}>0$ $\lambda$-a.e also follows from Corollary 6.4.
(b) is an immediate consequence of (a) as there cannot be two distinct ergodic measures both with positive densities $\lambda$-a.e.

### 7.2 From Discrete to Continuous Time

We need to show that all the $\pi_{\Delta}$ given by Proposition 7.1(a) are identical, and to do that requires the following "continuity at 0 " property for the family of time- $\delta$ sample chains.

Lemma 7.3 Given $\Delta>0$ and $\epsilon>0$, there exists $\delta_{0}=\delta_{0}(\Delta, \epsilon)>0$ such that for all $\delta \in$ $\left(0, \delta_{0}\right)$,

$$
\left|\left(\pi_{\Delta} P^{\delta}\right)(A)-\pi_{\Delta}(A)\right|<\epsilon
$$

for every Borel set $A \subset \mathbb{R}_{+}^{N}$.
Proof For fixed $\Delta, \epsilon$, there exists a compact set $U=\left\{\mathbf{x} \mid x_{i} \leq R\right\}$ such that $\pi_{\Delta}(U)>1-\frac{\epsilon}{4}$. Since the rate function $f(x, y)$ is bounded on $U$, there is a real number $\delta_{0}>0$ such that $P^{\delta}(\mathbf{x}, \mathbf{x})>1-\frac{\epsilon}{4}$ (e.g., no energy exchange takes place on the time interval $(0, \delta)$ ) for every $\mathbf{x} \in U$ and $0<\delta<\delta_{0}$. Then we have

$$
\begin{aligned}
\left(\pi_{\Delta} P^{\delta}\right)(A) & =\int P^{\delta}(\mathbf{x}, A) \pi_{\Delta}(\mathrm{d} \mathbf{x}) \\
& =\int_{U \cap A} P^{\delta}(\mathbf{x}, A) \pi_{\Delta}(\mathrm{d} \mathbf{x})+\int_{U-A} P^{\delta}(\mathbf{x}, A) \pi_{\Delta}(\mathrm{d} \mathbf{x})+\int_{U^{c}} P^{\delta}(\mathbf{x}, A) \pi_{\Delta}(\mathrm{d} \mathbf{x}) \\
& =\pi_{\Delta}(U \cap A)-a_{1}+a_{2}+a_{3}
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{1}=\int_{U \cap A}\left(1-P^{\delta}(\mathbf{x}, A)\right) \pi_{\Delta}(\mathrm{d} \mathbf{x}) \leq \frac{\epsilon}{4} \pi_{\Delta}(U \cap A) \leq \frac{\epsilon}{4}, \\
& a_{2}=\int_{U-A} P^{\delta}(\mathbf{x}, A) \pi_{\Delta}(\mathrm{d} \mathbf{x}) \leq \frac{\epsilon}{4} \pi_{\Delta}(U-A) \leq \frac{\epsilon}{4}, \\
& a_{3}=\int_{U^{c}} P^{\delta}(\mathbf{x}, A) \pi_{\Delta}(\mathrm{d} \mathbf{x}) \leq \pi_{\Delta}\left(U^{c}\right) \leq \frac{\epsilon}{4} .
\end{aligned}
$$

Further, $\pi_{\Delta}(A)-\pi_{\Delta}(U \cap A) \leq \pi_{\Delta}\left(U^{c}\right)<\epsilon / 4$, so $\left|\pi_{\Delta}(A)-\pi_{\Delta}(U \cap A)\right| \leq \epsilon / 4$. Hence

$$
\left|\pi_{\Delta}(A)-\left(\pi_{\Delta} P^{\delta}\right)(A)\right|<\epsilon
$$

Proof of Theorem 1 To show the existence of $\pi \in L_{V}\left(\mathbb{R}_{+}^{N}\right)$ with $\pi P^{t}=\pi$ for all $t>0$, we need to show $\pi_{\Delta}=\pi_{\Gamma}$ for all $\Delta, \Gamma>0$. That there is at most one such measure follows from the corresponding result for $\Phi_{n}^{\Delta}$.

Let $\Delta$ and $\Gamma$ be fixed. It suffices to show for an arbitrarily small (but fixed) $\epsilon>0$ that

$$
\begin{equation*}
\left|\left(\pi_{\Delta} P^{\Gamma}\right)(A)-\pi_{\Delta}(A)\right|<\epsilon \tag{7.1}
\end{equation*}
$$

holds for every Borel set $A \subset \mathbb{R}_{+}^{N}$.
Notice first that for every $j \in \mathbb{Z}^{+}$, since $\pi_{\Delta}$ is also invariant for the time- $j \Delta$ sample chain $\Phi_{n}^{j \Delta}$, we have $\pi_{j \Delta}=\pi_{\Delta}$. Similarly, for any $k \in \mathbb{Z}^{+}, \pi_{j \Delta / k}=\pi_{j \Delta}=\pi_{\Delta}$. For given $\epsilon>0$, let $\delta_{0}=\delta_{0}(\Delta, \epsilon)$ be as in Lemma 7.3. Since $\{j \Delta / k\}_{j, k \in \mathbb{Z}^{+}}$is dense in $\mathbb{R}_{+}$, we may choose $j, k$ so that $\delta:=\Gamma-\frac{j \Delta}{k} \in\left(0, \delta_{0}\right)$. Then

$$
\pi_{\Delta} P^{\Gamma}=\left(\pi_{\Delta} P^{\frac{j \Delta}{k}}\right) P^{\delta}=\pi_{\Delta} P^{\delta}
$$

and (7.1) holds by Lemma 7.3.
Henceforth we will write $\pi=\pi_{\Delta}$, any $\Delta>0$.
Theorem 2 follows immediately from Theorem 1 and Proposition 7.2.
Proof of Theorem 3 We first prove (b), and then deduce (a) from (b). Let $\mu_{1}, \mu_{2} \in L_{V}\left(\mathbb{R}_{+}^{N}\right)$ be given. For $t \geq 1$, we let $n \in \mathbb{Z}^{+}$be such that $t=n+\Delta$ and $\Delta \in[1,2]$. Then by Proposition 7.1,

$$
\begin{aligned}
\left\|\mu_{1} P^{t}-\mu_{2} P^{t}\right\|_{V} & =\left\|\left(\mu_{1} P^{\Delta}\right) P^{n}-\left(\mu_{2} P^{\Delta}\right) P^{n}\right\|_{V} \\
& \leq C_{0} \rho_{0}^{n} \cdot\left\|\mu_{1} P^{\Delta}-\mu_{2} P^{\Delta}\right\|_{V} \\
& \leq C_{0} \rho_{0}^{n} \cdot\left(C_{0} \rho_{0}\left\|\mu_{1}-\mu_{2}\right\|_{V}\right)
\end{aligned}
$$

For $t<1$, using the fact that $P^{t} V \leq V+B \leq(1+B) V$ where $B$ is as in Proposition 5.1 and $V \geq 1$, we obtain

$$
\left\|\mu_{1} P^{t}-\mu_{2} P^{t}\right\|_{V}=\int_{\mathbb{R}_{+}^{N}} P^{t} V\left|\mu_{1}-\mu_{2}\right| \leq(1+B)\left\|\mu_{1}-\mu_{2}\right\|_{V}
$$

Theorem 3(a) is a special case of part (b), with $\mu_{1}=\delta_{\mathbf{x}}$, point mass concentrated at $\mathbf{x}$, and $\mu_{2}=\pi$. The expression in (a) follows from

$$
\left\|\delta_{\mathbf{x}}-\pi\right\|_{V} \leq \int V(\mathbf{z})\left(\delta_{\mathbf{x}}+\pi\right)(\mathrm{d} \mathbf{z})=V(\mathbf{x})+\|\pi\|_{V} \leq\left(\|\pi\|_{V}+1\right) V(\mathbf{x}) .
$$

### 7.3 Correlation Decay

Under the conditions of Corollary 4, we have

$$
\begin{aligned}
\left|C_{\xi, \zeta}^{\mu}(t)\right| & =\left|\int \xi(\mathbf{x})\left(\left(P^{t} \zeta\right)(\mathbf{x})-\int\left(P^{t} \zeta\right)(\mathbf{z}) \mu(\mathrm{d} \mathbf{z})\right) \mu(\mathrm{d} \mathbf{x})\right| \\
& \leq\|\xi\| \int\left(\int|\zeta|\left|\delta_{\mathbf{x}} P^{t}-\mu P^{t}\right|\right) \mu(\mathrm{d} \mathbf{x}) \\
& \leq\|\xi\|\|\zeta\|_{V} \int\left(\int V\left|\delta_{\mathbf{x}} P^{t}-\mu P^{t}\right|\right) \mu(\mathrm{d} \mathbf{x})
\end{aligned}
$$

The quantity inside the inner parentheses being, by definition, $\left\|\delta_{\mathbf{x}} P^{t}-\mu P^{t}\right\|_{V}$, it follows from Theorem 3 that it is bounded above by $c \rho^{t}\left\|\delta_{\mathbf{x}}-\mu\right\|_{V}$. We finish by observing that

$$
\int\left\|\delta_{\mathbf{x}}-\mu\right\|_{V} \mu(\mathrm{~d} \mathbf{x}) \leq \int\left(V(\mathbf{x})+\|\mu\|_{V}\right) \mu(\mathrm{d} \mathbf{x})=2\|\mu\|_{V}
$$

Corollary 4 is proved.
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