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#### Abstract

We investigate a class of Hamiltonian particle systems and their stochastic behaviors. Using both rigorous proof and numerical simulations, we show that the geometric configuration can qualitatively change key statistical characteristics of the particle system, which are expected to be retained by stochastic modifications. In particular, whether a particle system has an exponential mixing rate or a polynomial mixing rate depends on whether the geometric setting allows a slow particle being reached by adjacent fast particles. © 2015 AIP Publishing LLC.


[http://dx.doi.org/10.1063/1.4927300]

The derivation of Fourier's law from microscopic Hamiltonian principles is a major challenge to mathematicians and physicists for the past over a century. Due to the significant difficulty of studying deterministic Hamiltonian models, one important approach is to approximate chaotic Hamiltonian dynamics by stochastic processes. This paper is devoted to investigate statistical properties and stochastic approximations of a billiardlike microscopic heat conduction model proposed by Bunimovich et al. ${ }^{4}$ We point out that the geometry of the deterministic billiard-like model could lead to a slow rate (polynomial) of mixing, which was overlooked by many early studies. Through a series of analytical and numerical studies, we demonstrate the limitation of the stochastic approximation that comes from some early studies. In addition, we propose new rules of stochastic approximations and verified them numerically.

## I. INTRODUCTION

Heat conduction in solids has been intensively studied since the time of Joseph Fourier. For over a century, a major challenge in statistical mechanics is the derivation of macroscopic heat conduction laws like Fourier's law from Hamiltonian microscopic dynamics. Up to now, limited rigorous results are known about Hamiltonian heat conduction models. ${ }^{2,33}$ On the other hand, it is well known to mathematicians and physicists that chaotic dynamics produce similar statistics as stochastic processes (see Refs. 3, 7, 8, 12, 26, 32, 36,38 , and references therein). Therefore, one modification is to randomize certain quantities and to turn deterministic Hamiltonian dynamics into stochastic Markovian dynamics while preserving key statistical properties. ${ }^{9,24,30}$ In this paper, we address the behavior of stochastic modifications of a class of locally confined interacting particle models. The main goal of this paper is to illustrate that geometric configurations of deterministic models can fundamentally change many statistical characteristics, which are supposed to be retained by their stochastic modifications.

[^0]Consider the following microscopic (Hamiltonian) model for heat conduction, which is formed by a chain (or a lattice) of locally confining cells in $\mathbb{R}^{2}$ like the one shown in Figure 1. Each cell contains an identical rigid disk-shaped particle. The diameter of the particle prevents it from passing through the "bottleneck" between adjacent cells, but particles can collide with their neighbors. Therefore, despite the absence of mass transport, kinetic energy can still be transported through particle-particle collisions. In addition, we assume all particle-wall collisions and particle-particle collisions being elastic. Under suitable conditions, the ergodicity and strong chaotic properties of such locally confined particle system are rigorously proved in Ref. 4.

Therefore, it is natural to assume that the locally confined particle system has a fast correlation decay, which rationalizes a randomization of energy exchange at the cell-to-cell level. In fact, it is the standard knowledge that chaotic billiard systems like the Lorentz gas have similar statistical properties as random processes. ${ }^{5,6,25,36}$ Assume the locally confined particle system is sufficiently chaotic such that its energy exchange exhibits Poissonian statistics. This is to say, at the steady state regime, conditioning on two nearest-neighbor particles carrying energy $E_{1}$ and $E_{2}$, respectively, when starting from either an energy exchange or the conditional steady state, the time distribution to the next energy exchange has the same exponential tail. The slope of this exponential tail, if exists, is denoted by $R\left(E_{1}, E_{2}\right)$ (see Section IV for details). In the present paper, we name $R\left(E_{1}, E_{2}\right)$ the stochastic energy exchange rate as in Refs. 13 and 14. With additional assumptions of rules of energy redistributions in energy exchanges, the


FIG. 1. A locally confined particle system.
locally confined particle system can be modified to a stochastic heat conduction model like the KMP (Kipnis-MarchioroPresutti) model. ${ }^{24}$

Assume the existence of a stochastic energy exchange rate $R\left(E_{1}, E_{2}\right)$. We say, $R\left(E_{1}, E_{2}\right) \sim f\left(E_{1}, E_{2}\right)$ for some function $f(\cdot, \cdot)$, if there exist constants $C_{1}, C_{2}$ independent of $E_{1}$ and $E_{2}$ such that $C_{1} f\left(E_{1}, E_{2}\right) \leq R\left(E_{1}, E_{2}\right) \leq C_{2} f\left(E_{1}, E_{2}\right)$. It was derived non-rigorously in Ref. 14 that when the "bottlenecks" between adjacent cells are sufficiently narrow such that particle-particle collisions are rare, the energy exchange rate $R\left(E_{1}, E_{2}\right)$ satisfies $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$. See the exact form of $R\left(E_{1}, E_{2}\right)$ in Section VI and related works in Refs. 13, 15-17. A number of mathematical results on stochastic heat conduction models with or without energy exchange with heat baths are based on the assumption that $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}} .{ }^{19,29,34,35}$ For example, the spectral gap of a closed heat conduction model (without heat bath) was investigated in Ref. 19. Many of those theoretical results will not hold if $R\left(E_{1}, E_{2}\right)$ has other forms like $\sqrt{\min \left\{E_{1}, E_{2}\right\}}$. At the same time, there are also debates in the physics literature about whether $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ is universally valid. Some authors argue that very slow particles can play a significant role, ${ }^{27,28}$ while others think they can be ignored because a slow particle appears in a sufficiently small probability. ${ }^{18}$

In the present paper, we carefully investigate whether such a stochastic energy exchange rate preserves the main statistical characteristics of the locally confined particle system. One important observation is that, the geometric configuration can qualitatively change main statistical features of the energy exchange rate between consecutive cells. More precisely, when one particle is very slow, whether it can be hit by its neighbors can dramatically change its waiting time distribution for the next particle-particle collision. If a slow particle can always be "activated" by its faster neighbors, then the stochastic energy exchange rate should primarily depend on the kinetic energy of the faster particle. If, otherwise, a slow particle can be out of reach of its neighbors and will have to move to bottleneck areas by itself, then one should expect that the kinetic energy of the slower particle determines the stochastic energy exchange rate at the low energy limit. This observation is confirmed by our studies, as explained in the next paragraph.

A two-particle model is designed to elucidate this observation. It is chosen because (i) it is conceptually the same as the inter-cell dynamics of general locally confined particle models and (ii) it is simple enough to allow accurate numerical simulations. Under the constraint $E_{1}+E_{2}=1$, using a combination of numerical simulations and rigorous proof, we show that
(A) If the geometric setting allows one particle to hide from the other, that is, the small particle system, then

- An energy exchange rate $R\left(E_{1}, E_{2}\right)$ exists. As $E_{2}$ decreases, $R\left(E_{1}, E_{2}\right)$ drops dramatically from $\sim$ const to $\sim \sqrt{E_{1}}$ after a certain threshold (numerical result).
- At the thermal equilibrium, the waiting time distribution for the first particle-particle collision has a polynomial tail at most $\sim t^{-2}$ (rigorous result). In addition, the lower bound $\sim t^{-2}$ is sharp (numerical result).
- The rate of convergence to the equilibrium and the rate of mixing are at most $\sim t^{-2}$ (rigorous result). In addition, the lower bound $\sim t^{-2}$ is sharp (numerical result).
(B) If one particle can always be reached by the other, that is, the big particle system, then
- An energy exchange rate $R\left(E_{1}, E_{2}\right)$ exists and is strictly positive for all pairs $\left(E_{1}, E_{2}\right)$ under the constraint $E_{1}+E_{2}=1$ (numerical result).
- At the thermal equilibrium, the waiting time distribution for the first particle-particle collision has an exponential tail (numerical result).
- The rate of convergence and rate of mixing are both exponential (numerical result).
We remark that in $\mathrm{A}, R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ is compatible with the rigorous result about the lower bound of mixing rate. It is easy to check that at the steady state, $E_{1}$ and $E_{2}$ are uniformly partitioned. Therefore,

$$
\mathbb{P}[\text { no energy exchange occurs before } t] \sim t^{-2}
$$

which implies that the mixing rate is at most $t^{-2}$.
A continuous time Markov chain (CTMC) model is then proposed to illustrate our results for the small particle system. When one particle can hide from the other, the energy exchange rate can be approximated by the first passage time to a certain state of the CTMC model. By solving the CTMC model explicitly, we show that there is a threshold $M>0$ such that $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ when $\min \left\{E_{1}, E_{2}\right\} \gg M^{-1}$ and $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ when $\min \left\{E_{1}, E_{2}\right\} \ll M^{-1}$. This constant $M$ can be roughly seen as the ratio of the whole area to the "bottleneck area" in a confining cell.

Therefore, the validity of estimates $R\left(E_{1}, E_{2}\right)$ $\sim \sqrt{E_{1}+E_{2}}$ in Ref. 14 depends on many issues. It is reasonable if either the geometric setting completely prevents all particles from hiding from their neighbors; or the effects of low energy particles are negligible. We remark that whether the effects of low energy particles can be neglected depends on the order of taking limits, as will be explained in Section VI. Otherwise, our numerical study suggests $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ as $\min \left\{E_{1}, E_{2}\right\} \rightarrow 0$. In particular, in the studies of asymptotic properties like the rate of mixing, the assumption $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ does not correctly capture main asymptotic statistical features, such as the decay of correlation, of the original locally confined particle model. No matter how narrow the "bottleneck" is, these properties in the deterministic system can still be very different from the stochastic energy exchange system with a rate function $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$, which may be extremely hard to capture by numerical simulations.

This paper is organized in the following way. A simple locally confined two-particle system is introduced in Section II. Section III investigates the mixing rate, which rigorously disproves the estimate $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ in Ref. 14 for the small particle system. Our numerical simulations in Section IV then suggest $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ for those settings. A CTMC model is proposed in Section V to further explain our numerical results. A comparison of
our results and the result from Ref. 14 is provided in Section VI. Remarks of numerical simulations are given in Section VII. Section VIII is the conclusion.

## II. MODEL DESCRIPTION

In this section, we introduce a simple two-particle system as the model example that can both capture the essential characteristics of the locally confined particle system and facilitate our analysis.

Consider two cells in $\mathbb{R}^{2}$ that are formed by finite many piecewise $C^{3}$ curves and connected by a "bottleneck" opening. Inside each cell is a rigid disk-shaped moving particle with mass 2 and radius $r$. A particle can move freely until it collides with either the cell boundary or the other particle. All collisions are assumed to be elastic. We design the model such that it has the following properties:
(1) Each particle is confined by a cell such that all trajectories of two particles are contained by two disjoint compact sets, respectively.
(2) Particles can collide with each other without passing through the "bottleneck" between cells.
(3) Particles do not rotate.

In addition, we assume that the locally confined particle system is sufficiently chaotic such that each cell forms a strongly chaotic billiard table. More precisely, in the absence of one particle, we assume that the billiard map of the other particle has an exponential correlation decay. We refer Ref. 6 for details of relevant definitions and major results of dynamic billiards.

Therefore, with the given initial locations and initial velocities, moving particles can move, collide, and exchange their kinetic energy. Kinetic energy of particles is denoted by $E_{1}$ and $E_{2}$, respectively. The total kinetic energy is invariant and assumed to be 1 throughout this paper.

Let $\boldsymbol{\Omega}=\left\{\left(x_{1}, x_{2}\right),\left(v_{1}, v_{2}\right)\right\}$ be the state space of the locally confined particle system, where $x_{i} \in \mathbb{R}^{2}$ and $v_{i} \in \mathbb{R}^{2}$ for $i=1,2$ denote the coordinates of particle center positions and particle velocities, respectively. Then, it is clear that the collection of all possible locations of $\left(x_{1}, x_{2}\right)$ forms a Lebesgue measurable set $\Gamma \subset \mathbb{R}^{2} \times \mathbb{R}^{2}$ and the collection of all possible velocities $\left(v_{1}, v_{2}\right)$ forms $\mathbb{S}^{3}$. The collection of all possible locations of $x_{i}$ is denoted by $\Gamma_{i}$ for $i=1,2 . \Gamma_{1}$ and $\Gamma_{2}$ are two disjoint compact subsets of $\mathbb{R}^{2}$ as assumed. Let

$$
\Gamma_{1}^{C}=\left\{x_{1} \in \Gamma_{1} \mid \exists x_{2} \in \operatorname{int}\left(\Gamma_{2}\right) \text { such that }\left|x_{1}-x_{2}\right|=2 r\right\}
$$

and define $\Gamma_{2}^{C}$ analogously. A locally confined particle system is called a big particle system if $\Gamma_{i}=\Gamma_{i}^{C}$ for $i=1,2$ and a small particle system if $\operatorname{int}\left(\Gamma_{i} \backslash \Gamma_{i}^{C}\right) \neq \emptyset$ for $i=1,2$. The main difference is that two particles can always collide with each other in the big particle system, while a static particle can be out of reach of the other particle in the small particle system.

We fix also the following notations. Let $\Phi_{t}: \boldsymbol{\Omega} \rightarrow \boldsymbol{\Omega}$ be the billiard flow and $P^{t}: \boldsymbol{\Omega} \times \mathcal{B}(\boldsymbol{\Omega}) \rightarrow[0,1]$ be the transition kernel of $\Phi_{t}$, where $\mathcal{B}(\boldsymbol{\Omega})$ represents the Borel algebra on $\boldsymbol{\Omega}$. It is well known that $\Phi_{t}$ admits a Liouville measure
$\pi:=\left.c \lambda_{4}\right|_{\Gamma} \times\left. u\right|_{\mathbb{S}^{3}}$ as its invariant probability measure, where $\left.\lambda_{n}\right|_{A}$ is the restricted Lebesgue measure on $A \subset \mathbb{R}^{n},\left.u\right|_{\mathbb{S}^{3}}$ is the surface area on $\mathbb{S}^{3}$, and $c$ is a constant that is determined by the geometry of the model. $\pi$ is also the thermal equilibrium.

The model example described in Figure 2 will be used to illustrate our numerical results. We remark that we also worked with other examples of the same type. This example is chosen for the demonstration because (i) each cell forms a strongly chaotic billiard table as all orbits have frequent collisions with the dispersing parts of the boundary, that is, the circles; (ii) the placement of disks allows us to have big particle systems and small particle systems with minimal changes, and (iii) the relatively simple geometry simplifies numerical simulations.

The model example is a locally confined particle system on $\mathbb{R}^{2}$ that consists of eight circles with radius 1 , two line segments, and two moving particles. The coordinates of centers of the circles are $(0,2),(2.5,2),(3.5,0),(2.5,-2)$, $(0,-2),(-2.5,-2),(-3.5,0)$, and $(-2.5,2)$. The coordinates of ends of two line segments are $\{(0,1),(0, a)\}$ and $\{(0,-1),(0,-a)\}$, respectively, where $\frac{1}{4}<a<1$ is a parameter. Both moving particles have radii $(a+\epsilon)$, where $0<\epsilon$ $\ll 1$, so that they are trapped by the cells.

For illustration, we study one big particle system with $a=0.99, \epsilon=0.01$ and one small particle system with $a=0.35, \epsilon=0.001$ in our numerical simulations.

## III. RATE OF CONVERGENCE AND MIXING

Rates of convergence to equilibrium and mixing are the most important statistical characteristics of a deterministic dynamical system, which are supposed to be preserved by any stochastic approximations. In this section, we will show that the small particle system has a polynomial rate of mixing/convergence, while the big particle system has an exponential rate of mixing/convergence.

For $\delta>0$, define

$$
S_{0}^{i}(\delta)=\left\{x \in \Gamma_{i} \mid \operatorname{dist}\left(x, \partial\left(\Gamma_{i} \backslash \Gamma_{i}^{C}\right)\right) \geq \delta\right\}
$$

for $i=1,2$ and

$$
S_{t}^{i}(\delta)=\left\{\mathbf{x} \in \boldsymbol{\Omega}\left|x_{i} \in S_{0}^{i},\left|v_{i}\right| \leq \frac{\delta}{t}\right\}\right.
$$



FIG. 2. A 2-particle system model example: $a=0.35, \epsilon=0.351$.
and $S_{t}(\delta)=S_{t}^{1}(\delta) \cup S_{t}^{2}(\delta)$. By the definition of the small particle system, there exists a $\delta>0$ such that $S_{0}^{i}(\delta)$ are well defined for $i=1,2$. Hence, we drop the notation $\delta$ from now on for the sake of simplicity.

The following result is about the rate of convergence, in which $\mu P^{t}$ indicates the push-forward measure of $\mu$ by $\Phi_{t}$.

Lemma 3.1. In any given small particle system, for any probability measure $\lambda \ll \pi$ such that $\mathrm{d} \lambda \geq(1+c) \mathrm{d} \pi$ on $S_{t_{0}}$ for some constants $c>0$ and $t_{0}>0$, there exists $C_{0}>0$ such that

$$
\left\|\lambda P^{t}-\pi\right\|_{T V} \geq \frac{C_{0}}{t^{2}}
$$

for all $t>t_{0}$. In particular, the mixing rate of $\Phi_{t}$ is at most polynomial, that is, there exists a Borel set $A \subset \boldsymbol{\Omega}$ such that

$$
C_{A}(t):=\sup _{B \in \mathcal{B}(\boldsymbol{\Omega})}\left|\int_{A} P^{t}(x, B) \pi(\mathrm{d} x)-\pi(A) \pi(B)\right| \geq \pi(A) \cdot \frac{C_{0}}{t^{2}}
$$

for all $t>t_{0}$.
Proof. The proof uses the idea in Refs. 39 and 37. By the definition of $B_{t}$, there exist constants $t_{0}$ and $C_{1}$ such that

$$
\pi\left(S_{t}\right)=\frac{C_{1}}{t^{2}}
$$

for any $t \geq t_{0}$. Let $a>\left(1-(1+c)^{-1 / 2}\right)^{-1}$ be a constant. We have

$$
\begin{aligned}
\left\|\lambda P^{t}-\pi\right\|_{T V} & \geq \lambda P^{t}\left(S_{a t}\right)-\pi\left(S_{a t}\right) \\
& \geq(1+c) \pi\left(S_{a t+t}\right)-\pi\left(S_{a t}\right) \\
& =(1+c) \cdot\left[\frac{a^{2}}{(a+1)^{2}}-1\right] \cdot \frac{C_{1}}{a^{2}} \cdot t^{-2} \\
& =: C_{0} t^{-2}
\end{aligned}
$$

The bound of the mixing rate follows easily by letting $A=S_{t_{0}}$. Let $\lambda$ be the probability measure such that

$$
\mathrm{d} \lambda=\frac{1}{\pi(A)} 1_{A} \mathrm{~d} \pi
$$

Then,

$$
\begin{aligned}
& \frac{1}{\pi(A)} \sup _{B \in \mathcal{B}(\mathbf{\Omega})}\left|\int_{A} P^{t}(x, B) \pi(\mathrm{d} x)-\pi(A) \pi(B)\right| \\
& \quad=\left\|\lambda P^{t}-\pi\right\|_{T V} \geq \frac{C_{0}}{t^{2}}
\end{aligned}
$$

Although a sharp upper bound of $\left\|\lambda P^{t}-\pi\right\|_{T V}$ is beyond the reach of rigorous proof, our numerical results show that the rate of mixing of the small particle system is $\sim t^{-2}$.

We remark that for the small particle system, the exact rate of mixing is difficult to compute numerically. Let

$$
C_{A, B}(t):=\left|\int_{A} P^{t}(x, B) \pi(\mathrm{d} x)-\pi(A) \pi(B)\right| .
$$

Clearly $C_{A, B}(t)$ is the difference of two relatively large numbers. As a result, when the value of $C_{A, B}(t)$ is $o\left(t^{-2}\right)$, the
variance is still around a constant number. Therefore, to control the relative error of $C_{A, B}(t)$ to be less than $\epsilon$, the sample size of the Monte Carlo simulation must be at least $O\left(t^{4} \epsilon^{-2}\right)$. This makes the total computational cost $O\left(t^{5} \epsilon^{-2}\right)$. In addition, the rate of mixing captures the shape of the tail of $C_{A, B}(t)$. To observe a polynomial rate of mixing, a very large $t$ is required. In fact, as shown in Figure 3(a), $t$ should be $\sim 10^{5}$ in order to clearly observe the polynomial tail. This brings the total computational cost to $\sim 10^{27}$ (assume $\epsilon=0.1$ ).

Instead of direct computation, the rate of mixing $t^{-2}$ is supported by the following numerical evidence. Consider two sets $A, B \subset \boldsymbol{\Omega}$ where the kinetic energy of particle 2 in $A$ is significantly smaller than that in $B$. One approach to estimate $C_{A, B}(t)$ is to compute the distribution of the first passage time from $A$ to $B$. The assumption behind this approach is that once particle 2 obtains a certain amount of energy, the correlation decays fast enough such that it "forgets" its history.

Let

$$
\begin{aligned}
A= & \left\{\left(x_{1}, x_{2}, v_{1}, v_{2}\right) \in \boldsymbol{\Omega} \mid \quad x_{1} \in[1,1.5] \times[-0.25,0.25]\right. \\
& \left.x_{2} \in[-1.5,1] \times[-0.25,0.25] ;\left|v_{2}\right|^{2}<0.01\right\}
\end{aligned}
$$

and

$$
B=\left\{\left.\left(x_{1}, x_{2}, v_{1}, v_{2}\right) \in \boldsymbol{\Omega}| | v_{2}\right|^{2} \geq 0.4\right\}
$$

Let $\Phi_{0}$ be uniformly distributed on $A$. The tail of the first passage time distribution to $B$ is demonstrated in Figure 3(a) and compared with $t^{-2}$, from which one can see the first passage time distribution to $B$ has the tail $\sim t^{-2}$. Therefore, we believe the small particle system has the rate of mixing $\sim t^{-2}$.

In contrast, in a big particle system, the slow particle can be "activated" by the fast particle almost surely. Hence, an exponential mixing rate is expected due to the strong chaos. This exponential rate of mixing is supported by numerical evidence too. We first choose sets $A$ and $B$ same as above to estimate the tail of the first passage time distribution to $B$. As seen in Figure 3(b), the first passage time distribution to $B$ has an exponential tail. In addition, due to much more frequent particle-particle collisions, computing the correlation function of the big particle system becomes possible. Let $A_{0}=\left\{x_{1} \in[1,1.5] \times[-0.25,0.25] ; x_{2} \in[-1.5,1]\right.$ $\left.\times[-0.25,0.25] ;\left|v_{2}\right|^{2}<0.1\right\}$ and $B_{0}=\left\{0.4 \leq\left|v_{2}\right| \leq 0.6\right\}$. The correlation function $C_{A_{0}, B_{0}}(t)$ is numerically computed up to $t \approx 40$ in Figure 4, in which an exponential decay of $C_{A_{0}, B_{0}}(t)$ is observed.

It is worth mentioning that to accurately capture the tail distribution of quantities like the first passage time and the correlation function, trajectories should be run for sufficiently long time. As we can see, the initial slopes of curves in Figure 3, later in Figures 6 and 7, and possibly in Figure 4, are deeper than their tail slopes. One possible explanation is that due to their slow motion, effects of low energy particles are not significant over a small time period.

Remark 3.2. As one of the most important statistical property, the rate of mixing and rate of convergence must be preserved by any stochastic approximations of the deterministic model. Therefore, our result disproves the estimate $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ in Ref. 14 for the small particle


FIG. 3. Black: Tail of the first passage time distribution from $A$ to $B$; red: Two standard deviation error bars; blue in (a): Reference plot of $100 \times t^{-2}$.
system. The reason is that, assume $E_{1}+E_{2}$ $=1, R\left(E_{1}, E_{2}\right) \sim$ const. If the energy redistribution satisfies

$$
\left(E_{1}^{\prime}, E_{2}^{\prime}\right)=\left(p\left(E_{1}+E_{2}\right),(1-p)\left(E_{1}+E_{2}\right)\right)
$$

for some random variable $p$ that has a uniformly positive density on $(0,1)$, then the Markov chain generated by this
stochastic model satisfies the Doeblin's condition, which implies an exponential mixing rate and an exponential convergence rate to its invariant probability measure. This cannot happen for the small particle system because of Lemma 1. Instead, our simulations in Section IV suggest $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ for the small particle system.


FIG. 4. Blue: Correlation function $C_{A, B}(t)$; red: Two standard deviation error bars. $C_{A, B}(t)$ is normalized such that $C_{A, B}(0)=1$.

## IV. RATES OF ENERGY EXCHANGE

## A. Definition of stochastic energy exchange rate

The purpose of this subsection is to define the stochastic energy exchange rate $R\left(E_{1}, E_{2}\right)$ for the locally confined particle system.

For a Poisson process, it is well known that the time interval between jumps and the waiting time to the next jump from any $t>0$ satisfy the same exponential distribution, whose rate is the rate of this Poisson process. Since a locally confined particle system generates an ergodic deterministic process with quick correlation decay, it is natural to expect it to exhibit similar Poissonian statistics. At the steady-state regime, since particle-particle collisions form a subset in the phase space $\boldsymbol{\Omega}$, the time to the next particleparticle collision is called the hitting time and the time duration between two consecutive particle-particle collisions is called the return time. The times of energy exchanges of the locally confined particle system resemble a Poisson process if and only if conditioning on fixed energy configurations, the tail distribution of the hitting time, and that of the return time coincide. A stochastic energy exchange rate can therefore be defined from the slope of this exponential tail.

Let
$\tau_{B}=\inf \{t>0 \mid$ a particle-particle collision occurs at time $t\}$.

A function $R\left(E_{1}, E_{2}\right)$ is called the stochastic energy exchange rate if

$$
\begin{aligned}
R\left(E_{1}, E_{2}\right)= & \lim _{t \rightarrow \infty}-\frac{1}{t} \log \left(\mathbb{P}\left[\tau_{B}>t\left|\pi,\left|v_{1}\right|^{2}=E_{1},\left|v_{2}\right|^{2}=E_{2}\right]\right)\right. \\
= & \lim _{t \rightarrow \infty}-\frac{1}{t} \log \mathbb{P}\left[\tau_{B}>t\left|\pi,\left|v_{1}\left(0^{+}\right)\right|^{2}\right.\right. \\
= & E_{1},\left|v_{2}\left(0^{+}\right)\right|^{2}=E_{2} \\
& \left.x_{1} \in \operatorname{int}\left(\Gamma_{1}\right), x_{2} \in \operatorname{int}\left(\Gamma_{2}\right),\left|x_{1}-x_{2}\right|=2 r\right] .
\end{aligned}
$$

The first limit gives the tail distribution of the conditional hitting time when starting from the conditional Liouville measure, on which particle energy is $E_{1}$ and $E_{2}$, respectively. The second limit gives the tail distribution of the conditional return time when starting from the conditional Liouville measure, on which two particles collide at $t=0$, and particle energy after the collision is $E_{1}$ and $E_{2}$, respectively.

Since

$$
\left.\tau_{B}\right|_{\Phi_{0}=\left(x_{1}, x_{2}, \alpha v_{1}, \alpha v_{2}\right)}=\left.\alpha^{-1} \tau_{B}\right|_{\Phi_{0}=\left(x_{1}, x_{2}, v_{1}, v_{2}\right)}
$$

we have $R\left(\alpha E_{1}, \alpha E_{2}\right)=\alpha^{1 / 2} R\left(E_{1}, E_{2}\right)$. Therefore, the assumption $E_{1}+E_{2}=1$ does not lose generality.

Remark 4.1. For ergodic dynamical systems, the relation between the return time and the hitting time to asymptotically small set is well-known. ${ }^{20}$ It is also known that in many highly chaotic dynamical systems, the return time distribution and the hitting time distribution to asymptotically small set coincide. ${ }^{21-23,31}$ There are also examples where the hitting time distribution differs from the return time distribution. ${ }^{10,11}$ To be best of the author's knowledge, it is very
difficult to directly apply these existing results to our cases, that is, tail distributions of the conditional hitting/return time. Instead, we will verify numerically that these two tails coincide, which implies a well defined stochastic energy exchange rate.

## B. Non-exponential tails

We first rigorously show that for some initial distributions, the hitting time distribution of the small particle system cannot have an exponential tail, which further disproves the estimate $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$.

Let $\nu$ be a probability measure on $\boldsymbol{\Omega}$ such that $\nu=\left.c \lambda_{4}\right|_{\Gamma} \times \hat{\nu}$, where $c$ is a constant and $\hat{\nu}$ is a probability measure on $\mathcal{B}\left(\mathbb{S}^{3}\right)$. We say, $\Phi_{0}=\nu$, if $\nu$ is the probability distribution of $\Phi_{0}$.

Lemma 4.2. For any given small particle system, there exist constants $h_{1}, h_{2}>0$ such that

$$
\mathbb{P}\left[\tau_{B}>t \mid \Phi_{0}=\nu\right] \geq h_{1} \hat{\nu}\left(\left\{\left|v_{1}\right|<h_{2} t^{-1}\right\}\right)
$$

for any $t>0$.
Proof. By the assumption of the small particle system, there exists a set $C_{1} \subset \Gamma_{1}$ with positive Lebesgue measure and a constant $h_{2}>0$, such that the Hausdorff distance between $C_{1}$ and $\Gamma_{1}^{C}$ is greater than $h_{2}$.

Therefore, if $x_{1} \in C_{1}$ at $t=0, \tau$ is at least $\frac{h_{2}}{\left|v_{1}\right|}$. The proof is completed by letting $h_{1}=c u_{\Gamma}\left(\left\{\left(x_{1}, x_{2}\right) \mid x_{1} \in C_{1}\right\}\right)$ $=c u_{\Gamma}\left(C_{1} \times \Gamma_{2}\right)>0$.

An analogous result holds for particle 2.
Therefore, $\mathbb{P}\left[\tau_{B}>t\right]$ has an at-most-polynomial tail for some initial distribution $\nu$.

Corollary 4.3. There exists a constant $h_{0}$ such that

$$
\mathbb{P}\left[\tau_{B}>t \mid \Phi_{0}=\pi\right] \geq h_{0} t^{-2}
$$

for every $t \geq 1$.
Proof. It is well known that given $X=\left(X_{1}, \ldots, X_{n}\right)$, where $X_{i}$ are i.i.d. standard normal random variables, the random vector $\frac{X}{|X|}$ is uniformly distributed on $\mathbb{S}^{n-1}$. Then, it is easy to check that $E_{1}$ is uniformly distributed on $(0,1)$ and $E_{2}=1-E_{1}$.

The corollary then follows easily from the fact that

$$
\left.u\right|_{\mathbb{S}^{3}}\left(\left\{\left|v_{1}\right|<\sqrt{\epsilon}\right\}\right)=\epsilon
$$

for every $0<\epsilon<1$, where $\left.u\right|_{\mathbb{S}^{3}}$ is the uniform distribution on $\mathbb{S}^{3}$ as introduced in Section II.

At the steady state regime, the hitting time distribution of the small particle system has an at-most-polynomial tail instead of an exponential one. In addition, $E_{1}$ (and $E_{2}$ ) is uniformly distributed at the steady state. Therefore (if $R\left(E_{1}, E_{2}\right)$ is well-defined), the estimate $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ cannot hold for every pair $\left(E_{1}, E_{2}\right)$.

Since in a small particle system, the particle with low energy can hide from the other one for a very long time, we expect that $R\left(E_{1}, E_{2}\right)$ mainly depends on $\min \left\{E_{1}, E_{2}\right\}$ as $\min \left\{E_{1}, E_{2}\right\} \rightarrow 0$. This is supported by our numerical simulations subsection IV C.


FIG. 5. Computed value of $R\left(E_{1}, E_{2}\right)$. $x$-axis: $E_{2}$. Red dotted line: Reference line with slope $1 / 2$; black solid line: $R\left(E_{1}, E_{2}\right)$ for big particle system; blue dashed line: $R\left(E_{1}, E_{2}\right)$ for small particle system. All three plots are normalized such that $R(0.5,0.5)=1$. $R\left(1-10^{-15}, 10^{-15}\right)$ on the $\log -\log$ plot are obtained from calculating $R(1,0)$.

## C. Stochastic energy exchange rate

In this subsection, we will compute the tail distribution of the conditional hitting time by Monte Carlo simulations. Then, we will compare it and the tail distribution of the conditional return time, which numerically verifies whether $R\left(E_{1}, E_{2}\right)$ is well defined. Overall, our numerical simulations suggest $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ for the big particle system and $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ for the small particle system.

## 1. $R\left(E_{1}, E_{2}\right)$ from conditional hitting time

In Figure 5, we computed the conditional hitting time of the big/small particle systems at different energy configurations in the following way. Let $\Phi_{0}=\left.\lambda_{4}\right|_{\Gamma} \times \delta\left(\left|v_{1}\right|-E_{1}\right)$. A large number of sample paths are simulated to obtain $\mathbb{P}\left[\tau_{B} \geq t\right]$ for different $t$. The conditional hitting time, or $R\left(E_{1}, E_{2}\right)$, is estimated as the slope of $\mathbb{P}\left[\tau_{B} \geq t\right]$ in the loglinear plot. The rate $R\left(E_{1}, E_{2}\right)$ of the small particle system and that of the big particle system are measured for 28 and 29 distinct pairs of $\left(E_{1}, E_{2}\right)$, respectively $\left(\left(E_{1}, E_{2}\right)=(1,0)\right.$ can only be measured for the big particle system). See details of numerical simulations in Section VII.

We are interested in the scaling of $R\left(E_{1}, E_{2}\right)$ as $E_{2} \rightarrow 0$. From our numerical simulation results, $R(1,0) / R(0.5$,
$0.5) \approx 0.25$ for the big particle system. Therefore, it is safe to say, $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$. However, $R\left(E_{1}, E_{2}\right)$ of the small particle system has a completely different scaling as $E_{2} \rightarrow 0$. For the small particle system, we have $R\left(E_{2}, 1-E_{2}\right)$ $\approx$ const $\cdot \sqrt{E_{2}}$ with $E_{2} \ll 1$, as seen in Figure 5.

Furthermore, when the initial distribution is taken to be $\pi$, numerical simulations show that

$$
\mathbb{P}\left[\tau_{B} \geq t \mid \pi\right] \sim t^{-2}
$$

for the small particle system (Figure 6), which suggests that the lower bound in Corollary 4.3 is sharp. In contrast, in the big particle system, $\mathbb{P}\left[\tau_{B} \geq t \mid \pi\right]$ has an exponential tail (Figure 7).

## 2. Tail distributions of hitting time and return time

We then compare tail distributions of the conditional hitting time and that of the conditional return time. If the two tails coincide, at least numerically, we see a well defined stochastic energy exchange rate.

Let $\left\{\left(E_{1}^{(1)}, E_{2}^{(1)}, t^{(1)}\right), \ldots,\left(E_{1}^{(N)}, E_{2}^{(N)}, t^{(N)}\right)\right\}$ be a set of samples obtained from a single trajectory starting from $\mathbf{x}_{0}$, where the triplet $\left(E_{1}^{(i)}, E_{2}^{(i)}, t^{(i)}\right)$ means the duration between the $(i-1)$-th and the $i$-th particle-particle collisions is $t^{(i)}$ and the corresponding particle energy is $\left(E_{1}^{(i)}, E_{2}^{(i)}\right)$. Due to the


FIG. 6. Small particle system. Black solid line: Tail distribution of $\mathbb{P}\left[\tau_{B}>t\right]$; red dotted line: Two standard deviation error bars; blue dashed line: Reference plot of $t^{-2}$.


FIG. 7. Big particle system. Black solid line: Tail distribution of $\mathbb{P}\left[\tau_{B}>t\right]$; red dotted line: Two standard deviation error bars.
ergodicity of the system, a joint probability density function of the conditional return time and the particle energy $\rho_{\mathbf{x}_{0}}\left(E_{1}, E_{2}, t\right)$ can be constructed from these samples as $N \rightarrow \infty$. If the slope of the tail distribution of the conditional return time is still $R\left(E_{1}, E_{2}\right)$, we expect to see

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log \left(\left.\int_{t}^{\infty} \rho_{\mathbf{x}_{0}}\left(E_{1}, E_{2}, s\right)\right|_{\left(E_{1}, E_{2}\right)} \mathrm{d} s\right)=R\left(E_{1}, E_{2}\right)
$$

## for a.e. $\mathbf{x}_{0}$

for the $R\left(E_{1}, E_{2}\right)$ we have just computed. This can be verified by the following two numerical simulations:
(1) Numerical simulation 1: If the tail distribution of the conditional return time has the same slope $R\left(E_{1}, E_{2}\right)$ as the conditional hitting time, then the rescaled return time distribution
$\Lambda(t):=\int_{t}^{\infty} \int_{0}^{1} \rho_{\mathbf{x}_{0}}(E, 1-E, s) R(E, 1-E) \mathrm{d} E \mathrm{~d} s$
should have an exponential tail $e^{-t} . \Lambda(t)$ can be calculated from the sample $\left\{t^{(i)} R\left(E_{1}^{(i)}, E_{2}^{(i)}\right)\right\}_{i=1}^{N}$ with relatively high accuracy


FIG. 8. Distribution of $\Lambda(t)$ for the small/big particle system.

FIG. 9. $R\left(E_{1}, E_{2}\right)$ obtained from two different methods.

$$
\Lambda(t) \approx \frac{1}{N}\left|\left\{t^{(i)} R\left(E_{1}^{(i)}, E_{2}^{(i)}\right)>t\right\}\right|
$$

In Figure 8 , one can find that $\Lambda(t)$ and $e^{-t}$ are almost parallel in the log-linear plot.
(2) Numerical simulation 2: For any given $\left(E_{1}, E_{2}\right)$, the conditional return time distribution $\left.\rho_{\mathbf{x}_{0}}\left(E_{1}, E_{2}, t\right)\right|_{\left(E_{1}, E_{2}\right)}$ can be approximated by only selecting samples

$$
\left\{\left(E_{1}^{\left(k_{1}\right)}, E_{2}^{\left(k_{1}\right)}, t^{\left(k_{1}\right)}\right), \ldots,\left(E_{1}^{\left(k_{M}\right)}, E_{2}^{\left(k_{M}\right)}, t^{\left(k_{M}\right)}\right)\right\}
$$

such that $E_{1}^{\left(k_{i}\right)} \in\left(E_{1}-\epsilon, E_{1}+\epsilon\right), i=1 \sim M$ for some sufficiently small $\epsilon>0$. The tail distribution of the conditional return time can then be computed. Since $\epsilon \ll 1$, the sample size for each $\left(E_{1}, E_{2}\right)$ is relatively small. As seen in Figure 9, the tail distribution of the conditional return time has visible numerical errors.

Tail distributions of the conditional hitting/return time are compared in Figure 9 for the small particle system (left) and the big particle system (right). In spite of numerical errors, two tails match each other well.

From the above two numerical simulations, especially the first one, we conclude that the conditional return time and the conditional hitting time have the same tail distribution. This means statistically, times of energy exchanges of the locally confined particle system resemble a (non-homogeneous) Poisson process. Therefore, the stochastic energy exchange rate $R\left(E_{1}, E_{2}\right)$ for this deterministic system is welldefined.

## V. CTMC MODEL OF SMALL PARTICLE SYSTEMS

In this section, we propose a CTMC approximate model to explain why $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ as $\min \left\{E_{1}, E_{2}\right\}$ $\rightarrow 0$ in the small particle system.

The main assumption of the CTMC model is that the locally confined particle system is so chaotic that particles lose their memory of precise locations quickly. Therefore, we take note of whether a particle is available for energy exchange instead of its precise location. This converts the locally confined particle system to a finite state Markov jump process. For each particle, the time to its next jump is determined by an exponential distribution with mean $\propto x^{-1 / 2}$, where $x$ is the instantaneous kinetic energy of the particle.

Formally, our CTMC model is a four-state continuous time Markov chain $\Psi_{t}$ on the state space $\{0,1\}^{2}$. State 0 means a particle is not available for energy exchange; state


FIG. 10. A graph representation of CTMC model for a locally confined particle system.

1 means it is available for energy exchange. When $\Psi_{t}$ reaches ( 1,1 ), particles exchange energy immediately and return to $(0,0)$. The locally confined particle system is assumed to be symmetric. Transition rates of $\Psi_{t}$ are demonstrated in Figure 10, where $r_{1}$ and $r_{2}$ are two constants that depend on the geometry of the model. When the "bottleneck" in the locally confined particle system is narrow, the ratio $M:=r_{2} / r_{1}$ is a large number in general. In particular, $M>\lambda_{2}\left(\Gamma_{1} \backslash \Gamma_{1}^{C}\right) / \lambda_{2}\left(\Gamma_{1}^{C}\right)$ (which is $\approx 11$ for our small particle system model example) because an event $\left\{x_{1} \in \Gamma_{1}^{C}, x_{2} \in \Gamma_{2}^{C}\right\}$ does not guarantee a particle-particle collision.

This is not a very precise model because in the deterministic system, particles are still available for energy exchange for a short time period after a particle-particle collision. In addition, it is difficult to explicitly evaluate $r_{1}$ and $r_{2}$ merely from the geometric parameters. However, many qualitative asymptotical properties of the locally confined particle system can be captured by this CTMC approximation. In particular, the hitting time $\tau_{B}$ is approximated by

$$
\tau_{1,1}=\inf _{t>0}\left\{\Psi_{t}=(1,1)\right\}
$$

the first passage time to the state $(1,1)$. Since the transition rate from $(1,1)$ to $(0,0)$ is infinity, $\left.\tau_{(1,1)}\right|_{\Psi_{0}=(0,0)}$ also gives the return time distribution.

From the infinitesimal generator of $\Psi_{t}$, we have $\mathbb{P}\left[\tau_{1,1} \leq t \mid \Psi_{0}=(0,0)\right]=p_{14}(t)$, where $P(t)=\left\{p_{i j}(t)\right\}_{i, j=1}^{4}$ $=\exp (A t)$, and

$$
A=\left[\begin{array}{cccc}
-r_{1} \sqrt{E_{1}}-r_{1} \sqrt{E_{2}} & r_{1} \sqrt{E_{2}} & r_{1} \sqrt{E_{1}} & 0 \\
r_{2} \sqrt{E_{2}} & -r_{2} \sqrt{E_{2}}-r_{1} \sqrt{E_{1}} & 0 & r_{1} \sqrt{E_{1}} \\
r_{2} \sqrt{E_{2}} & 0 & -r_{2} \sqrt{E_{1}}-r_{1} \sqrt{E_{2}} & r_{1} \sqrt{E_{1}} \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Therefore, $R\left(E_{1}, E_{2}\right)$ can be approximated by $-\rho_{2}$, where $\rho_{2}$ is the greatest nonzero eigenvalue of $A$. As $\min \left\{E_{1}, E_{2}\right\} \rightarrow 0$, the scaling of $\rho_{2}$ can be estimated analytically.

Let $A=r_{1} B$, where

$$
B=\left(\begin{array}{cccc}
-\sqrt{E_{1}}-\sqrt{E_{2}} & \sqrt{E_{2}} & \sqrt{E_{1}} & 0  \tag{5.1}\\
M \sqrt{E_{2}} & -\sqrt{E_{2}} M-\sqrt{E_{1}} & 0 & \sqrt{E_{1}} \\
M \sqrt{E_{1}} & 0 & -\sqrt{E_{1}} M-\sqrt{E_{2}} & \sqrt{E_{2}} \\
0 & 0 & 0 & 0
\end{array}\right) .
$$

The characteristic equation $p(\lambda)$ of $B$ is

$$
\begin{align*}
p(\lambda)= & \left(E_{1}+\sqrt{E_{2}}\right) \sqrt{E_{1}} \sqrt{E_{2}}(M+1) \lambda \\
& +\left(\sqrt{E_{1}} \sqrt{E_{2}}\left(M^{2}+2 M+3\right)+E_{1}(M+1)\right. \\
& \left.+E_{2}(M+1)\right) \lambda^{2}+\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)(M+2) \lambda^{3}+\lambda^{4} . \tag{5.2}
\end{align*}
$$

Therefore, it is easy to verify that $p(0)=0, p^{\prime}(0)$ $>0, p\left(-\sqrt{E_{1}}\right)=M^{2} E_{1}^{3 / 2} \sqrt{E_{2}}>0$, and $p\left(-\sqrt{E_{2}}\right)=M^{2} E_{2}^{3 / 2}$ $\sqrt{E_{1}}>0$. Hence, $-\rho_{2}<r_{1} \min \left\{\sqrt{E_{1}}, \sqrt{E_{2}}\right\}$. This confirms our numerical observation: $R\left(E_{1}, E_{2}\right) \sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ as $\min \left\{E_{1}, E_{2}\right\} \rightarrow 0$.

We compare $-\rho_{2}$ and $R\left(E_{1}, E_{2}\right)$ for different pairs of $\left(E_{1}, E_{2}\right)$. When the "bottleneck" area is narrow, it is reasonable to assume that $r_{1} \sim M^{-1}$. We choose $r_{1}=1 / 10$ and $r_{2}=2$ and compare $-\rho_{2}$ and $R\left(E_{1}, E_{2}\right)$ in Figure 11. We can find that $-\rho_{2}$ and $R\left(E_{1}, E_{2}\right)$ have similar scaling as $\min \left\{E_{1}, E_{2}\right\} \rightarrow 0$.

## VI. COMPARISON WITH RESULTS FROM REFERENCE 14

The stochastic energy exchange rate of a class of locally confined particle systems is investigated in Ref. 14. Their main assumption is that particle-wall collisions happen significantly more frequently than particle-particle collisions. The authors then implicitly assumed local systems of two adjacent cells attain their local equilibria no later than the first particle-particle collision between them. The following stochastic rate function is derived:

$$
\begin{equation*}
\hat{R}\left(E_{1}, E_{2}\right)=\text { const } \cdot \sqrt{\frac{8 E_{2}}{\pi^{3}}}\left[2 \mathcal{E}\left(\frac{E_{1}}{E_{2}}\right)-\left(1-\frac{E_{1}}{E_{2}}\right) \mathcal{K}\left(\frac{E_{1}}{E_{2}}\right)\right] \tag{6.1}
\end{equation*}
$$

for every $E_{2} \geq E_{1}$, where $\mathcal{K}(x)$ and $\mathcal{E}(x)$ are the Jacobi elliptic functions of the first and the second kind, respectively. $\hat{R}$ is symmetric in the sense $\hat{R}\left(E_{1}, E_{2}\right)=\hat{R}\left(E_{2}, E_{1}\right)$, if $E_{2}<E_{1}$. Then, it is easy to check that $\hat{R}\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$.

If $\hat{R}\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ is universally true, then all locally confined particle systems should have exponential mixing rates and exponential convergence rates to equilibria regardless of geometric configurations. This contradicts our rigorous results and numerical evidence. In fact, $\hat{R}\left(E_{1}, E_{2}\right)$ of the small particle system is only reasonable if neither $E_{1}$ nor $E_{2}$ is extremely small. As seen in Figure 12, the prediction from (6.1) is good until a "turning point." We remark that in our numerical simulations of the small particle system, particle-wall collisions are about 700 times more frequent than particle-particle collisions, which can be seen as dynamics in two time scales.

The gap between (6.1) and our results can be explained by a similar CTMC model. In Ref. 14, to obtain (6.1), the authors implicitly assume that in each pair of adjacent cells, a local equilibrium is reached before the next particleparticle collision between them. Hence, the waiting time for the next particle-particle collision is in proportion to the Lebesgue measure of the set at which particles are in contact. This implicit assumption implies that $R\left(E_{1}, E_{2}\right)$ should be approximated by the steady state probability of the state (1, 1) in the CTMC model described in Figure 13, denoted by $p_{1,1}$. Therefore, it is necessary to compare $p_{1,1}$ and $-\rho_{2}$.


FIG. 11. $x$-axis: $E_{2}$; blue solid line: Energy exchange rate from numerical simulations; red dashed line: Energy exchange rate predicted by CTMC model with parameter $r_{1}=0.1$ and $r_{2}=2$.


FIG. 12. $x$-axis: $E_{2}$; blue: Rates of energy exchange from numerical simulations; black: Rates of energy exchange predicted by Eq. 6.1. All plots are normalized such that $R(0.5$, $0.5)=1$.

When the "bottleneck" is sufficiently narrow, it is reasonable to assume $r_{1} \sim M^{-1}$. Hence, $p_{1,1} \sim M^{-2}$. As a comparison, we have the following calculation of the CTMC model in Section V:

For every $M>2$,

$$
\begin{aligned}
p\left(-\frac{\sqrt{E_{1}}+\sqrt{E_{2}}}{M}\right)= & \frac{\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{4}}{M^{4}}-\frac{2\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{4}}{M^{3}}+\frac{\sqrt{E_{1}} \sqrt{E_{2}}\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{2}}{M^{2}} \\
& +\frac{\left(E_{1}+\sqrt{E_{2}} \sqrt{E_{1}}+E_{2}\right)\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{2}}{M}>0
\end{aligned}
$$

For every $M>4$ and $\sqrt{E_{1} E_{2}}>\frac{3}{M}$,

$$
\begin{aligned}
p\left(-\frac{\sqrt{E_{1}}+\sqrt{E_{2}}}{2 M}\right)= & \frac{\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{4}}{16 M^{4}}-\frac{\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{4}}{4 M^{3}}+\frac{\left(E_{1}+4 \sqrt{E_{2}} \sqrt{E_{1}}+E_{2}\right)\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{2}}{8 M^{2}} \\
& +\frac{\left(E_{1}+E_{2}\right)\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{2}}{4 M}-\frac{1}{4} \sqrt{E_{1}} \sqrt{E_{2}}\left(\sqrt{E_{1}}+\sqrt{E_{2}}\right)^{2}<0 .
\end{aligned}
$$

Hence, $p(\lambda)$ has a root between $-\frac{\sqrt{E_{1}}+\sqrt{E_{2}}}{2 M}$ and $-\frac{\sqrt{E_{1}}+\sqrt{E_{2}}}{M}$.
It follows from the assumption $E_{1}+E_{2}=1$ that $\sqrt{E_{1}}$ $+\sqrt{E_{2}} \in[1, \sqrt{2}]$. Therefore, for sufficiently large $M$ and every $\left(E_{1}, E_{2}\right)$ such that $0.5 \geq \min \left\{\sqrt{E_{1}}, \sqrt{E_{2}}\right\} \geq$ const $\cdot M^{-1}$, we have $-\rho_{2} \sim r_{1} M^{-1} \sim M^{-2}$. However, if $\min \left\{\sqrt{E_{1}}, \sqrt{E_{2}}\right\}$ $\ll M^{-1}$, we have $-\rho_{2} \leq M^{-1} \min \left\{\sqrt{E_{1}}, \sqrt{E_{2}}\right\} \ll M^{-2}$. In other words, $p_{1,1}$, the steady-state probability of $(1,1)$, does not differ from the rate of the first passage time to $(1,1)$ too much if and only if $\min \left\{\sqrt{E_{1}}, \sqrt{E_{2}}\right\}$ is at least $\sim M^{-1}$, as seen in Figure 12. Therefore, the prediction (6.1) is valid only if both $\sqrt{E_{1}}$ and $\sqrt{E_{2}}$ are above a certain threshold.

Remark 6.1. As a result, for the small particle system, the prediction made by Ref. 14 is only valid when the effect of low energy particles can be neglected. Let $\kappa$ and $t$ denote the size of the "bottleneck" and the time, respectively. We remark that one approach to neglect the effect of low energy particles is to rescale $t$ by $\kappa$ while letting $\kappa \rightarrow 0$, before letting $t \rightarrow \infty$. In this way, the stochastic energy exchange rate will approach to a strictly positive function almost everywhere as $\kappa \rightarrow 0$. Therefore, at the limit, the effect of low energy particles vanishes. Otherwise, if we study the asymptotic properties as $t \rightarrow \infty$ for any strictly positive $\kappa$, the effect of low energy particles cannot be
ignored. In other words, the order of limits makes a significant difference here.

## VII. NOTE ON NUMERICAL SIMULATIONS

Most numerical results in this paper are obtained from directed Monte Carlo simulations on parallel machines. The parallel random number generator used in our simulations


FIG. 13. Another CTMC model for a confined particle system.
comes from the library TRNG. ${ }^{1}$ The main advantage of TRNG is that it guarantees the independence of random numbers generated by different threads. In addition, the nonlinear random generator used by TRNG has better performance than the standard Mersenne twister generator in many tests of randomness. ${ }^{1}$ The period of the random number generator we choose is $\approx 4.61 \times 10^{18}$, which is at least $\sim 10^{6}$ times larger than the number of pseudorandom numbers used in our simulations.

The following Monte Carlo simulations are performed.

## A. Simulation 1: Rate of mixing

The aim of this simulation is to compute the mixing rate of the big/small particle system. We are interested in the estimate of

$$
C_{A, B}(t):=\left|\int_{A} P^{t}(x, B) \pi(\mathrm{d} x)-\pi(A) \pi(B)\right|
$$

for some $A, B \subset \boldsymbol{\Omega}$.
As explained in Section IV, it is not practical to estimate $C_{A, B}$ directly for the small particle system. Instead, we compute the tail distribution of

$$
\sigma_{B}:=\inf _{t>0}\left\{\Phi_{t} \in B \mid \Phi_{0} \text { is uniformly distributed in } A\right\}
$$

We choose sets $A=\left\{x_{1} \in[1,1.5] \times[-0.25,0.25] ; x_{2}\right.$ $\left.\in[-1.5,1] \times[-0.25,0.25] ;\left|v_{2}\right|^{2}<0.01\right\} \quad$ and $\quad B=\left\{\left|v_{2}\right|^{2}\right.$ $\geq 0.4\} .2 \times 10^{10}$ initial values are uniformly chosen in $A$. The probability $\mathbb{P}\left[\sigma_{B}>t\right]$ is estimated at $t=\{0,100, \ldots$, $\left.1 \times 10^{7}\right\}$. The total computation time is about $1.246 \times 10^{6} \mathrm{~s}$ on 32 CPUs. The same computation of $\sigma_{B}$ is also carried out for the big particle system. The probability $\mathbb{P}\left[\sigma_{B}>t\right]$ is computed at $t=\{0,1, \ldots, 200\}$. The total computation time is 12420.9 s on 64 CPUs.

The rate of mixing is explicitly computed for the big particle system. We choose sets $A_{0}=\left\{x_{1} \in[1,1.5]\right.$ $\left.\times[-0.25,0.25] ; \quad x_{2} \in[-1.5,1] \times[-0.25,0.25] ;\left|v_{2}\right|^{2}<0.1\right\}$ and $B_{0}=\left\{0.4 \leq\left|v_{2}\right|^{2} \leq 0.6\right\}$. The sample size is $1 \times 10^{11}$, of which $\Phi_{0}$ is uniformly distributed in $A_{0}$. The mixing function $C_{A_{0}, B_{0}}(t)$ is calculated at $t=\{0,1, \ldots, 50\}$. The total computation time is 554298 s on 64 CPUs.

## B. Simulation 2: Tail distribution of the conditional hitting time

The aim of this simulation is to estimate $R\left(E_{1}, E_{2}\right)$ with varying $E_{1}$ and $E_{2}$ in the big/small particle system from its conditional hitting time. The results obtained from this simulation are used in Figures 5, 12, and 11.

We first compute the tail distribution

$$
\begin{aligned}
p\left(t, E_{2}\right):= & \mathbb{P}\left[\tau_{B}>t\left|\Phi_{0}=\lambda_{4}\right|_{\Gamma} \times \delta\left(\left|v_{1}\right|-E_{1}\right)\right. \\
& \left.\times \delta\left(\left|v_{2}\right|-E_{2}\right)\right]
\end{aligned}
$$

of the big/small particle system.
Twenty-eight different initial values of $E_{2}$ are chosen for the small particle system: $E_{2}=\{0.5,0.45,0.4,0.35,0.3,0.25$, $0.2,0.15,0.1,0.05,0.02,0.01,0.005,0.0025,1 \times 10^{-3}$,
$5 \times 10^{-4}, \quad 2.5 \times 10^{-4}, \quad 1 \times 10^{-4}, 5 \times 10^{-5}, \quad 2.5 \times 10^{-5}, \quad 1$ $\times 10^{-5}, 5 \times 10^{-6}, 2.5 \times 10^{-6}, 1 \times 10^{-6}, 5 \times 10^{-7}, 2.5 \times 10^{-7}$, $\left.1 \times 10^{-7}, 2.5 \times 10^{-8}\right\}$. The sample size of each energy configuration is $5 \times 10^{8}$. The standard deviation of $p\left(t, E_{2}\right)$ can be estimated as

$$
\mathrm{SD}\left(t, E_{2}\right)=\sqrt{\frac{1}{n} \hat{p}\left(t, E_{2}\right)\left(1-\hat{p}\left(t, E_{2}\right)\right)}
$$

where the estimator of $p\left(t, E_{2}\right)$, denoted by $\hat{p}\left(t, E_{2}\right)$, is the proportion of trajectories whose first energy exchange time is greater than $t . \hat{p}\left(t, E_{2}\right)$ is kept if and only if $\operatorname{SD}\left(t, E_{2}\right)$ $\leq 0.01 \cdot \hat{p}\left(t, E_{2}\right)$. The total computation time is 361630 s on 64 CPUs.

For the big particle system, twenty-nine different initial values of $E_{2}$ are chosen, which are the numbers listed above together with $E_{2}=0$. The sample size of each energy configuration is $2 \times 10^{9} . \hat{p}\left(t, E_{2}\right)$ is selected using the same criterion. The total computation time is 8820.27 s on 25 CPUs.

The rate $R\left(E_{1}, E_{2}\right)$, that is, the tail distribution of the conditional hitting time, is estimated as the negative slope of $\log \left(\hat{p}\left(t, E_{2}\right)\right)$, as introduced above. Slopes are estimated from linear regressions. All 57 log-linear plots of $\hat{p}\left(t, E_{2}\right)$ form perfect straight lines. The relative errors of slopes are $<1 \%$ for the big particle system and $<0.01 \%$ for the small particle system at the $95 \%$ confidence level. See Figure 14 for examples of log-linear plots of $\hat{p}\left(t, E_{2}\right)$.

The waiting time for the first energy exchange from the uniform initial distribution can be estimated in the same way (i.e., $\Phi_{0}=\pi$ ). Results obtained from this simulation are used in Figures 6 and 7. The sample size of the big particle system is $2 \times 10^{10}$; the total computation time is 2939.89 s on 25 CPUs. The sample size and total computation time of the small particle system are $8 \times 10^{10}$ and 438854 s (on 64 CPUs), respectively.

## C. Simulation 3: Comparison of tails

The aim of this simulation is to verify that the conditional hitting time distribution and the conditional return time distribution have the same exponential tail, which justifies a well-defined stochastic energy exchange rate.

We start from a randomly chosen $\mathbf{x}_{0}$ and run the trajectory for a large number of steps to obtain the tail distribution of the return time. The simulation that produces Figure 8 compares the tails of $\Lambda(t)$ defined in Eq. (1) and $e^{-t}$ for the big/small particle system. The stochastic energy exchange rate $R\left(E_{1}, E_{2}\right)$ is obtained from simulation 2 and a cubic spline interpolation. The number of particle-particle collisions in both trajectories is $1 \times 10^{8}$. The total computation time for the big particle system and the small particle system is $334.651 s$ and $43225.3 s$ on a single CPU, respectively.

The simulation that produces Figure 9 compares tail distributions of conditional hitting time and that of conditional return time directly. We first collect samples $\left\{\left(E_{1}^{(i)}, E_{2}^{(i)}, t^{i}\right)\right\}_{i=1}^{N}$ from running a single trajectory. These samples are distributed into 1000 "bins" with size $5 \times 10^{-4}$ based on the value of $\min \left\{E_{1}, E_{2}\right\}$. The corresponding exponential tails of conditional return time distributions for


FIG. 14. $\hat{p}\left(t, E_{2}\right)$ in the log-linear plot. $E_{2}$ is taken to be $0.5,0.1,0.001$, $1 \times 10^{-5}, 1 \times 10^{-6}$, and $1 \times 10^{-7}$.
samples in each "bin" are computed in the same way as in simulation 2. Slopes of tails of conditional hitting time distributions, that is, $R\left(E_{1}, E_{2}\right)$, are also obtained from simulation 2. The number of particle-particle collisions in the trajectories of the big particle system and the small particle system is $1 \times 10^{9}$ and $5 \times 10^{8}$, respectively. The total computation time for those two cases is $5154.76 s$ and $209824 s$ on a single CPU, respectively.

## VIII. CONCLUSION

The geometric setting of a locally confined particle system can fundamentally change its statistical properties and the energy exchange regime at the cell-to-cell level. If a very slow particle in the system can hide from the others (small particle systems), the waiting time before its next energy exchange mainly depends on its own kinetic energy. As a result, starting from a class of initial distributions, the waiting time distribution to the next particle-particle collision, the convergence rate to equilibrium, and the mixing rate have only polynomial tails. In addition, our numerical evidence suggests that a well-defined stochastic energy exchange rate $R\left(E_{1}, E_{2}\right)$ exists and is $\sim \sqrt{\min \left\{E_{1}, E_{2}\right\}}$ as $\min \left\{E_{1}, E_{2}\right\} \rightarrow 0$. This scaling can be further qualitatively explained by a CTMC model.

In contrast, if the geometric configuration always allows fast particles to "activate" slow ones (big particle systems), the regime of energy exchange mainly depends on the total energy stored in adjacent cells. Exponential mixing rates and exponential convergence rates to the equilibrium are observed as expected. Our numerical simulations also confirm the existence of a stochastic energy exchange rate $R\left(E_{1}\right.$, $E_{2}$ ), which has the scaling $R\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$.

In addition, we find that when particle-particle collisions are rare, that is, the "bottleneck" is narrow, the estimate $\hat{R}\left(E_{1}, E_{2}\right) \sim \sqrt{E_{1}+E_{2}}$ in Ref. 14 is roughly reasonable unless $\min \left\{E_{1}, E_{2}\right\} \ll 1$. The gap at the low energy limit comes from a crucial hidden assumption in Ref. 14, which assumes a local thermal equilibrium of two adjacent cells is reached no later than the first particle-particle collision between them. According to the analysis of our CTMC
approximation, this assumption is not valid if $\min \left\{E_{1}, E_{2}\right\}$ is smaller than a certain threshold. As explained in Section VI, one approach to close this gap is to change the order of limits.

In summary, whether or not stochastic modifications of locally confined particle systems preserve their main statistical features depends on many factors, geometry in particular. Stochastic modifications should be treated with care, especially when studying asymptotic statistical properties.
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