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1. Introduction

The current paper is devoted to the study of the asymptotic behavior of bounded solutions for the following type of parabolic equation:

$$u_t = u_{xx} + f(t, x, u, u_x), \quad t > 0, \quad 0 < x < 1,$$

(1.1)

with the boundary conditions:

$$\beta u(t, 0) + (1 - \beta) u_x(t, 0) = 0, \beta u(t, 1) + (1 - \beta) u_x(t, 1) = 0, t > 0,$$

(1.2)

where $\beta = 0$ or $1$, $f : \mathbb{R}^1 \times [0, 1] \times \mathbb{R}^1 \times \mathbb{R}^1 \to \mathbb{R}^1$ is $C^2$, and $f(t, x, u, p)$ with all its partial derivatives (up to order 2) are almost periodic in $t$ uniformly for $(x, u, p)$ in compact subsets.

To carry out our study for the nonautonomous equation (1.1)-(1.2), we define a dynamical system associated to it in the following way. Let $C = C(\mathbb{R}^1 \times [0, 1] \times \mathbb{R}^1 \times \mathbb{R}^1, \mathbb{R}^1)$ be the space of continuous functions $F : \mathbb{R}^1 \times [0, 1] \times \mathbb{R}^1 \times \mathbb{R}^1 \to \mathbb{R}^1$. Give $C$ the compact open topology, that is, the topology of uniform convergence on compact subsets. It follows from classical topological dynamical system theory ([26]) that the time translation $(F, t) \to F_t : F_t(s, x, u, p) = F(t + s, x, u, p)$ defines a flow on $C$, and the hull of $f$, $H(f) = \text{cl}\{f_t | t \in \mathbb{R}^1\}$ is an almost periodic minimal set (that is, $H(f)$ is minimal and each motion in $H(f)$ is almost periodic). Furthermore, each $g \in H(f)$ is also a $C^2$ function (see [17]). By introducing the hull $H(f)$, (1.1)-(1.2) gives rise to a family of equations associated to each $g \in H(f)$:

$$\begin{cases}
    u_t = u_{xx} + g(t, x, u, u_x), & t > 0, \quad 0 < x < 1, \\
    \beta u(t, 0) + (1 - \beta) u_x(t, 0) = 0, \beta u(t, 1) + (1 - \beta) u_x(t, 1) = 0, t > 0.
\end{cases}$$

(1.3)$_g$

Let $X$ be a fractional power space associated with the operator $u \to -u_{xx} : \mathcal{D} \to L^2(0, 1)$ that satisfies $X \hookrightarrow C^1[0, 1]$, where $\mathcal{D} = \{u | u \in H^2(0, 1), u \text{ satisfies (1.2)}\}$. Then $F : \mathbb{R}^1 \times X \to L^2(0, 1)$, $F(t, u)(x) = f(t, x, u, u_x)$, is well defined, and for any $U \in X$, equation (1.3)$_g$ admits (locally) a unique solution $u(t, \cdot, U, g)$ in $X$ with $u(0, \cdot, U, g) = U(\cdot)$. This solution also continuously depends on $g \in H(f)$ and $U \in X$ ([16]). Therefore, (1.3)$_g$ defines a (local) skew product semiflow $\Pi_t$ on $X \times H(f)$:

$$\Pi_t(U, g) = (u(t, \cdot, U, g), g \cdot t), t > 0,$$

(1.4)
where $g \cdot t$ is the flow on $H(f)$ defined by time translations.

In the terminology of the (local) skew product semiflow (1.4), the study of asymptotic behavior for a bounded solution $u(t, x)$ of (1.1)-(1.2) then gives rise to the problem of understanding the $\omega$-limit set $\omega(U_0, f)$ of the bounded motion $\Pi_t(U_0, f)$ in $X \times H(f)$, where $U_0(x) = u(0, x)$. Following from the work in [16] and the standard a priori estimates for parabolic equations, we know that if $u(t, \cdot, U, g)$ ($U \in X$) is bounded in $X$ for $t$ in the existence interval of the solution, then $u$ is a globally defined classical solution; moreover, for any $\delta > 0$, $\{u(t, \cdot, U, g) | t \geq \delta\}$ is relatively compact both in $X$ and in $H^2(0, 1)$. Therefore $\omega(U, g)$ is a nonempty connected compact subset of $X \times H(f)$. Furthermore, since $\Pi_t$ on the $\omega$-limit set $\omega(U, g)$ has a unique continuous backwards time extension ([15]), it defines a usual skew product (two sided) flow on $\omega(U, g)$.

In the case that $f$ is time periodic with period $T$, it is well known that each bounded solution $u(t, x, U, 0, f)$ of (1.1)-(1.2) approaches a periodic solution with period $T$ (see [4], [7], and references therein). In the language of skew product semiflow (1.4), this is to say that each $\omega$-limit set $\omega(U, g)$ ($g \in H(f) \sim S^1$) is a periodic minimal set in $X \times H(f)$ with period $T$ (that is, $\omega(U, g)$ is minimal and each motion in $\omega(U, g)$ is periodic with period $T$) (in the autonomous case, each $\omega$-limit set is an equilibrium, see [5], [21], and references therein). Nevertheless, similar results are false in general for time almost periodic equation (1.1)-(1.2), namely, one does not always expect an $\omega$-limit set $\omega(U, g)$ to be an almost periodic minimal set in $X \times H(f)$. There are examples in scalar ODEs which suggest that the $\omega$-limit sets of (1.4) may not be minimal (see [24]), and the $\omega$-limit set may not be almost periodic minimal even if it is minimal (see [13], [19]).

Two natural questions then arise in the study of (1.1)-(1.2): 1) what kind of structure can one expect for an $\omega$-limit set $\omega(U, g)$ of (1.4) if it is not minimal? 2) Does an $\omega$-limit set still carry over some “oscillation” properties of the original system (1.1)-(1.2) if it is not an almost periodic minimal set? The current paper gives partial answers to these questions. We shall prove that for the (local) skew product semiflow (1.4), each $\omega$-limit set $\omega(U, g)$ contains at most two (obviously at least one) minimal invariant sets, and each minimal invariant set contained in $\omega(U, g)$ is a proximal extension of $H(f)$ (see definition in section 3). In the case where two minimal invariant sets appear in the $\omega$-limit set $\omega(U, g)$, both are almost automorphic extensions of $H(f)$ (see definition in section 3). If
\( \omega(U, g) \) is distal (see definition in section 3) or almost periodic minimal, then it must be an almost periodic extension of \( H(f) \) (see definition in section 3), and therefore the frequency module of any almost periodic solution of (1.1)-(1.2) (if exists) is the same as that of \( f \).

There is an example (see section 4) showing that an \( \omega \)-limit set of (1.4) may contain two minimal sets, and at least one of them is an almost automorphic but not an almost periodic extension of \( H(f) \). In the case that an \( \omega \)-limit set \( \omega(U, g) \) contains precisely one minimal set \( E \), we have shown in some special situations that \( E \) is actually an almost automorphic extension of \( H(f) \) (see section 3). However, we conjecture that any minimal set \( E \) of (1.4) is an almost automorphic extension of \( H(f) \).

For time almost periodic equation (1.1)-(1.2), it is important to know the existence of almost periodic solutions. This issue has been studied for both PDEs and ODEs by various authors (see [13], [24], [26], [27], [30], [31], [32], and references therein). In this paper, we shall also discuss cases in which (1.4) admits almost periodic minimal \( \omega \)-limit sets.

We remark that our results hold true for more general equations:

\[
\begin{cases}
u_t = a(x, t)u_{xx} + f(t, x, u, u_x), & t > 0, \quad x \in (0, 1) \\
\alpha_0 u(t, 0) + \beta_0 u_x(t, 0) = f_0(t), \alpha_1 u(t, 1) + \beta_1 u_x(t, 1) = f_1(t), & t > 0,
\end{cases}
\]

where \( \alpha_i^2 + \beta_i^2 \neq 0 \) (\( i = 0, 1 \)), \( f \) is as in (1.1)-(1.2), \( a \geq \delta > 0 \) is smooth and almost periodic in \( t \) uniformly for \( x \in [0, 1] \), \( f_i \) (\( i = 0, 1 \)) are almost periodic functions. For the case of (1.1) with periodic boundary conditions, relevant results should hold following arguments in the current paper. We shall discuss this issue separately.

As in [4], [7], [9], [10], [21], the zero number properties developed in [1], [20] play important roles in our current studies. For other dynamic studies of scalar parabolic equations, we refer readers to [2], [6], [8], [12], [22], [25], etc.
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2. Structure of \( \omega \)-limit Sets
For a given $C^1$ function $u : [0, 1] \rightarrow \mathbb{R}^1$, the zero number of $u$ is defined as

$$Z(u(\cdot)) = \#\{x \in (0, 1) | u(x) = 0\}.$$ 

We first summarize zero number properties from [1], [20].

**Lemma 2.1.** Consider the following scalar linear parabolic equation:

$$(2.1) \left\{ \begin{aligned} u_t &= a(t, x)u_{xx} + b(t, x)u_x + c(t, x)u, \quad t > 0, \quad x \in (0, 1), \\
\beta u(t, 0) + (1 - \beta)u_x(t, 0) &= 0, \quad \beta u(t, 1) + (1 - \beta)u_x(t, 1) = 0, \quad t > 0, 
\end{aligned} \right.$$ 

where $a, a_t, a_{xx}, b, b_t, b_x$ and $c$ are bounded continuous functions, $a \geq \delta > 0$. Let $u(t, x)$ be a classical nontrivial solution of (2.1). Then the following hold:

1) $Z(u(t, \cdot))$ is finite for $t > 0$ and is nonincreasing in $t$;
2) $Z(u(t, \cdot))$ can drop only at $t_0$ such that $u(t_0, \cdot)$ has a multiple zero in $[0, 1]$;
3) $Z(u(t, \cdot))$ can drop only finite many times, and there exists a $t^* > 0$ such that $u(t, \cdot)$ has only simple zeros in $[0, 1]$ as $t \geq t^*$ (hence $Z(u(t, \cdot)) = \text{constant}$ as $t \geq t^*$).

Next, consider the (local) skew product semiflow $\Pi_t : X \times H(f) \rightarrow X \times H(f)$ defined in (1.4). Recall $\Pi_t(U, g) = (u(t, \cdot, U, g), g \cdot t)$, where $u(t, x, U, g)$ is the solution of (1.3)$_g$ with $u(0, x, U, g) = U(x)$. Let $P : X \times H(f) \rightarrow H(f), (u, g) \mapsto g$ be the natural projection.

**Lemma 2.2.** Consider (1.4) and fix $g, g^* \in H(f)$. Let $(U_i, g) \in P^{-1}(g), (U_i^*, g^*) \in P^{-1}(g^*)$ $(i = 1, 2, U_1 \neq U_2, U_1^* \neq U_2^*)$ be such that $\Pi_t(U_i, g)$ is defined on $\mathbb{R}^+$ or $\mathbb{R}^-$ and $\Pi_t(U_i^*, g^*)$ is globally defined on $\mathbb{R}^1$. If there exists a sequence $\{t_n\}, t_n \rightarrow +\infty$ or $-\infty$ as $n \rightarrow \infty$, such that $\Pi_{t_n}(U_i, g) \rightarrow (U_i^*, g^*)$ as $n \rightarrow \infty$ $(i = 1, 2)$, then $Z(u(t, \cdot, U_i^*, g^*) - u(t, \cdot, U_i^*, g^*)) = \text{constant}$ for all $t \in \mathbb{R}^1$.

**Proof.** Denote $u_i(t, x) = u(t, x, U_i, g), u_i^*(t, x) = u(t, x, U_i^*, g^*)$ $(i = 1, 2)$. Then $V(t, x) \equiv u_1(t, x) - u_2(t, x)$ satisfies the following linear parabolic equation:

$$(2.2) \left\{ \begin{aligned} V_t &= V_{xx} + b(t, x)V_x + c(t, x)V, \quad t > 0, \quad 0 < x < 1, \\
\beta V(t, 0) + (1 - \beta)V_x(t, 0) &= 0, \quad \beta V(t, 1) + (1 - \beta)V_x(t, 1) = 0, \quad t > 0, 
\end{aligned} \right.$$ 

where

$$b(t, x) = \int_0^1 g_p(t, x, u_1(t, x), su_1x(t, x) + (1 - s)u_2x(t, x))ds,$$

$$c(t, x) = \int_0^1 g_u(t, x, su_1(t, x) + (1 - s)u_2(t, x), u_2x(t, x))ds.$$
Similarly, \( V^*(t, x) \equiv u_1^*(t, x) - u_2^*(t, x) \) also satisfies a linear parabolic equation of form (2.2). By Lemma 2.1, there is \( T > 0 \) such that \( Z(V(t, \cdot)) = \) constant, \( Z(V^*(t, \cdot)) = \) constant, for \( t \geq T \) (note \( V(t, \cdot), V^*(t, \cdot) \) have only simple zeros in \([0, 1]\) as \( t \geq T \)).

**Case 1.** Suppose that \( t_n \to \infty \) as \( n \to \infty \). Let \( t_0 \in \mathbb{R}^1 \) be such that \( V^*(t_0, \cdot) \) has only simple zeros in \([0, 1]\). It then follows that

\[
Z(V(t_n + t_0, \cdot)) = Z(V^*(t_0, \cdot))
\]

as \( n \gg 1 \). Since \( Z(V(t_n + t_0, \cdot)) = Z(V(T, \cdot)) \) for \( n \gg 1 \), one has

\[
Z(V^*(t_0, \cdot)) = Z(V(T, \cdot)).
\]

Note that (2.4) holds for any \( t_0 \) such that \( V^*(t_0, \cdot) \) has only simple zeros. By Lemma 2.1, we conclude that \( Z(V^*(t, \cdot)) = \) constant for all \( t \in \mathbb{R}^1 \).

**Case 2.** Suppose that \( t_n \to -\infty \) as \( n \to \infty \). Let \( T_0 > 0 \) be such that \( Z(V^*(t, \cdot)) = \) constant as \( t \geq T_0 \). Since \( V(s_n + T_0, \cdot) \to V^*(T_0, \cdot) \) as \( n \to \infty \), there is an integer \( N > 0 \) such that \( Z(V(s_n + T_0, \cdot)) = Z(V^*(T_0, \cdot)) \) as \( n \geq N \). It follows that \( Z(V(t, \cdot)) \equiv Z(V^*(T_0, \cdot)) \) as \( t \leq t_N + T_0 \). Let \( T = -t_N - T_0 \), and without loss of generality, assume that \( T \geq T_0 \). Then

\[
Z(V(-t, \cdot)) \equiv Z(V^*(T_0, \cdot)) \text{ for } t \geq t_N + T_0.
\]

If \( t_0 \in \mathbb{R}^1 \) is such that \( V^*(t_0, \cdot) \) has only simple zeros in \([0, 1]\), then \( Z(V(-T, \cdot)) = Z(V(t_n + t_0, \cdot)) = Z(V^*(t_0, \cdot)) \) as \( n \gg 1 \). This implies that \( Z(V^*(T_0, \cdot)) = Z(V^*(t_0, \cdot)) \). Since such a \( t_0 \) is arbitrary chosen, by Lemma 2.1, \( Z(V^*(t, \cdot)) = \) constant for all \( t \in \mathbb{R}^1 \).

**Lemma 2.3.** Let \( E \subset X \times H(f) \) be a minimal invariant set of (1.4). Then for any \( g \in H(f) \) and any two points \((U_1, g), (U_2, g) \in E \cap P^{-1}(g)\), there are sequences \( \{t_n\}, \{s_n\} \) with \( t_n \to \infty \), \( s_n \to -\infty \) as \( n \to \infty \) such that

\[
u(t_n, \cdot, U_1, g) - u(t_n, \cdot, U_2, g) \to 0,
\]

and

\[
u(s_n, \cdot, U_1, g) - u(s_n, \cdot, U_2, g) \to 0,
\]

as \( n \to \infty \).
Proof. We only prove the existence of \( \{t_n\} \) with \( t_n \to \infty \) and \( u(t_n, \cdot, U_1, g) - u(t_n, \cdot, U_2, g) \to 0 \) as \( n \to \infty \). Denote \( V(t, x) = u(t, x, U_1, g) - u(t, x, U_2, g) \). If such \( \{t_n\} \) does not exist, then there is a \( \delta > 0 \) such that \( \|V(t, \cdot)\| \geq \delta \) for all \( t > 0 \). Let \( \{t_n\} \) be a sequence such that \( t_n \to \infty \) and \( \Pi_{t_n}(U_i, g) \) converges to some \( (U_i^*, g^*) \in E \) as \( n \to \infty \) \( (i = 1, 2) \). Denote \( V^*(t, x) = u(t, x, U_1^*, g^*) - u(t, x, U_2^*, g^*) \). Then \( \|V^*(t, \cdot)\| \geq \delta \) for all \( t \in \mathbb{R}^1 \). It follows from Lemma 2.2 that \( Z(V^*(t, \cdot)) \) is constant for all \( t \in \mathbb{R}^1 \). Thus, \( (1 - \beta)V^*(t, 0) + \beta V^*_x(t, 0) \) has constant sign for all \( t \in \mathbb{R}^1 \). Without loss of generality, we assume that

\[
(1 - \beta)V^*(t, 0) + \beta V^*_x(t, 0) > 0 \quad \text{for} \quad t \in \mathbb{R}^1.
\]  

(2.6)

Define \( u_{\min} = \min\{(1-\beta)U(0)+\beta U_x(0)|(U, g^*) \in E \cap P^{-1}(g^*)\} \). Let \( (\tilde{U}, g^*) \in E \cap P^{-1}(g^*) \) be such that \( (1-\beta)\tilde{U}(0)+\beta \tilde{U}_x(0) = u_{\min} \). Since \( E \) is minimal, there exists a sequence \( \{\tilde{t}_n\} \) with \( \tilde{t}_n \to \infty \) such that \( \Pi_{\tilde{t}_n}(U_i^*, g^*) \to (\tilde{U}, g^*) \) as \( n \to \infty \). Take subsequence if necessary, we assume that \( \Pi_{\tilde{t}_n}(U_2^*, g^*) \) converges to some \( (\hat{U}, g^*) \in E \cap P^{-1}(g^*) \) as \( n \to \infty \). Denote \( \hat{V}(t, x) = u(t, x, \hat{U}, g^*) - u(t, x, \tilde{U}, g^*) \). Again, one has \( \|\hat{V}(t, \cdot)\| \geq \delta \) for \( t \in \mathbb{R}^1 \), and

\[
Z(\hat{V}(t, \cdot)) = \text{constant}, \quad \text{for} \quad t \in \mathbb{R}^1.
\]  

(2.7)

By (2.6), it is clear that \( (1-\beta)\tilde{U}(0)+\beta \tilde{U}_x(0) = u_{\min} \). Therefore, \( (1-\beta)\hat{V}(0, 0)+\beta \hat{V}_x(0, 0) = 0 \). Combining the above with the boundary condition (1.2), one has that \( \hat{V}(0, 0) = 0 \), \( \hat{V}_x(0, 0) = 0 \), that is, \( \hat{V}(0, \cdot) \) has a multiple zero at \( x = 0 \). This contradicts with (2.7).

Lemma 2.4. Let \( E_1, E_2 \subset X \times H(f) \) be two minimal invariant sets of (1.4) (hence the flows on \( E_1, E_2 \) are two-sided). Then there is an integer \( N > 0 \) such that for any \( g \in H(f) \) and any \( (U_i, g) \in E_i \cap P^{-1}(g) \) \( (i = 1, 2) \), one has \( Z(U_1(\cdot) - U_2(\cdot)) = N \).

Proof. Claim 1: For any \( g \in H(f) \), and any \( (U_i, g) \in E_i \cap P^{-1}(g) \) \( (i = 1, 2) \), there is a \( T > 0 \) such that \( Z(u(t, \cdot, U_1, g) - u(t, \cdot, U_2, g)) = \text{constant} \) for \( t \leq -T \).

To prove the claim, we take a sequence \( \{t_n\} \) such that \( t_n \to -\infty \) and \( \Pi_{t_n}(U_i, g) \) \( (i = 1, 2) \) converges to some \( (U_i^*, g^*) \in E_i \cap P^{-1}(g^*) \) \( (i = 1, 2) \) as \( n \to \infty \). The claim then follows from arguments in Lemma 2.2.

Claim 2: For any \( g \in H(f) \), and any \( (U_1, g) \in E_1 \cap P^{-1}(g) \), there is a \( (U_2, g) \in E_2 \cap P^{-1}(g) \) such that \( Z(u(t, \cdot, U_1, g) - u(t, \cdot, U_2, g)) = \text{constant} \) for all \( t \in \mathbb{R}^1 \).

To show the claim, we fix a \( (\tilde{U}_2, g) \in E_2 \cap P^{-1}(g) \). By minimality of \( E_1 \) \( (i = 1, 2) \), there is a sequence \( \{t_n\} \) with \( t_n \to \infty \) such that \( \Pi_{t_n}(U_1, g) \to (U_1, g) \), and \( \Pi_{t_n}(U_2, g) \)
converges to some point \((U_2, g) \in E_2 \cap P^{-1}(g)\) as \(n \to \infty\). Again, the claim follows from Lemma 2.2.

We are now ready to prove the lemma. First, for given \(g \in H(f)\), let \((U_i, g) \in E_i \cap P^{-1}(g)\) \((i = 1, 2)\) be chosen. By claim 1, there is a \(T > 0\) and integers \(N_1, N_2\) such that

\[
Z(u(t, \cdot, U_1, g) - u(t, \cdot, U_2, g)) = \begin{cases} N_1, & t \geq T, \\ N_2, & t \leq -T. \end{cases} \tag{2.8}
\]

It follows from claim 2 that there is a \((\tilde{U}_2, g) \in E_2 \cap P^{-1}(g)\) and an integer \(N\) such that

\[
Z(u(t, \cdot, U_1, g) - u(t, \cdot, \tilde{U}_2, g)) = N \quad \text{for} \quad t \in \mathbb{R}^1. \tag{2.9}
\]

By Lemma 2.3, there are sequences \(\{t_n\}, \{s_n\}\) with \(t_n \to \infty\) and \(s_n \to -\infty\) such that \(u(t_n, \cdot, U_2, g) - u(t_n, \cdot, \tilde{U}_2, g) \to 0\), \(u(s_n, \cdot, U_2, g) - u(s_n, \cdot, \tilde{U}_2, g) \to 0\) as \(n \to \infty\). Without of loss generality, we assume that there are \(g^*, g^{**} \in H(f)\) and points \((U_i^*, g^*) \in E_i \cap P^{-1}(g^*)\), \((U_i^{**}, g^{**}) \in E_i \cap P^{-1}(g^{**})\) \((i = 1, 2)\) such that \(\Pi_{t_n}(U_i, g) \to (U_i^*, g^*)\), \(\Pi_{s_n}(U_i, g) \to (U_i^{**}, g^{**})\) \((i = 1, 2)\) as \(n \to \infty\). By Lemma 2.2 and (2.8), one has

\[
Z\left(u(t, \cdot, U_1^*, g^*) - u(t, \cdot, U_2^*, g^*)\right) = N_1, \quad t \in \mathbb{R}^1, \tag{2.10}
\]

and

\[
Z\left(u(t, \cdot, U_1^{**}, g^{**}) - u(t, \cdot, U_2^{**}, g^{**})\right) = N_2, \quad t \in \mathbb{R}^1. \tag{2.11}
\]

Since \(\Pi_{t_n}(\tilde{U}_2, g) \to (U_2^*, g^*)\), \(\Pi_{s_n}(\tilde{U}_2, g) \to (U_2^{**}, g^{**})\) as \(n \to \infty\), it follows from (2.9) and (2.10) that \(N = N_1\) and from (2.9) and (2.11) that \(N = N_2\). Thus \(N_1 = N_2\). By (2.8), we see that

\[
Z(u(t, \cdot, U_1, g) - u(t, \cdot, U_2, g)) = N \quad \text{for} \quad t \in \mathbb{R}^1. \tag{2.12}
\]

Next, for given \(g \in H(f)\), take any \((U_i, g), (\tilde{U}_i, g) \in E_i \cap P^{-1}(g)\) \((i = 1, 2)\). By (2.12), we know that there are integers \(N_1, N_2\), such that

\[
Z(u(t, \cdot, U_1, g) - u(t, \cdot, U_2, g)) = N_1, \quad t \in \mathbb{R}^1, \tag{2.13}_1
\]

and

\[
Z(u(t, \cdot, \tilde{U}_1, g) - u(t, \cdot, \tilde{U}_2, g)) = N_2, \quad t \in \mathbb{R}^1. \tag{2.13}_2
\]
Applying Lemma 2.3, and using the above arguments, one finds

\[ N_1 = Z(u(t, \cdot, U_1, g) - u(t, \cdot, \hat{U}_2, g)) = Z(u(t, \cdot, \hat{U}_1, g) - u(t, \cdot, \hat{U}_2, g)) = N_2. \]

Finally, take any \( g^*, g^{**} \in H(f) \), and \((U_i^*, g^*) \in E_i \cap P^{-1}(g^*), (U_i^{**}, g^{**}) \in E_i \cap P^{-1}(g^{**}) \) \((i = 1, 2)\). By the minimality of \( E_i \) \((i = 1, 2)\), there exist \((\hat{U}_i^*, g^*) \in E_i \) \((i = 1, 2)\) and sequence \( \{t_n\} \) with \( t_n \to \infty \) such that \( \Pi_{t_n}(\hat{U}_i^*, g^*) \to (U_i^{**}, g^{**}) \) \((i = 1, 2)\) as \( n \to \infty \).

By the above argument and Lemma 2.1, one has

\[ Z(u(t, \cdot, U_1^*, g^*) - u(t, \cdot, U_2^*, g^*)) = Z(u(t, \cdot, \hat{U}_1^*, g^*) - u(t, \cdot, \hat{U}_2^*, g^*)) \]
\[ = Z(u(t, \cdot, U_1^{**}, g^{**}) - u(t, \cdot, U_2^{**}, g^{**})) \]
\[ = \text{constant} \]

for \( t \in \mathbb{R}^1 \). This proves the lemma. 

**Lemma 2.5.** Let \( E_1, E_2 \subset X \times H(f) \) be two minimal invariant sets of (1.4). Define

\[ a_i(g) = \min \{ (1 - \beta)U(0) + \beta U_x(0) | (U, g) \in E_i \cap P^{-1}(g) \}, \]
\[ b_i(g) = \max \{ (1 - \beta)U(0) + \beta U_x(0) | (U, g) \in E_i \cap P^{-1}(g) \}. \] 

(2.14)

Then \( E_1, E_2 \) are separated in the following sense:

1) \([a_1(g), b_1(g)] \cap [a_2(g), b_2(g)] = \emptyset \) for all \( g \in H(f) \);

2) Without loss of generality, assume that \( a_1(g_0) - b_2(g_0) > 0 \) for some \( g_0 \in H(f) \). Then there is a \( \delta > 0 \) such that \( a_1(g) - b_2(g) \geq \delta \) for all \( g \in H(f) \).

**Proof.** 1) Let

\[ A_i(g) = \{(1 - \beta)U(0) + \beta U_x(0) | (U, g) \in E_i \cap P^{-1}(g) \}, i = 1, 2. \]

We first claim that there is a \( g_0 \in H(f) \) such that either \( a_1(g_0) > b_2(g_0) \) or \( a_2(g_0) > b_1(g_0) \). If not, then \( a_1(g) \leq b_2(g), a_2(g) \leq b_1(g) \) for all \( g \in H(f) \). Now, fix \( g_1, g_2 \in H(f) \). Let \((U_1, g_1) \in E_1 \) be such that \( (1 - \beta)u_1(0) + \beta u_{1x}(0) = a_1(g_1) \), \((U_2, g_1) \in E_2 \) be such that \( (1 - \beta)U_2(0) + \beta U_{2x}(0) = b_2(g_1) \). By Lemma 2.4, \( (1 - \beta)u(t, 0, U_1, g_1) + \beta u_x(t, 0, U_1, g) < (1 - \beta)u(t, 0, U_2, g_1) + \beta u_x(t, 0, U_2, g_1) \) for all \( t \in \mathbb{R}^1 \). By minimality of \( E_1 \), there is a sequence \( \{t_n\} \) with \( t_n \to \infty \) such that \( (1 - \beta)u(t_n, 0, U_1, g_1) + \beta u_x(t_n, 0, U_1, g_1) \to b_1(g_2) \) as \( n \to \infty \). Without loss of generality, we assume \( (1 - \beta)u(t_n, 0, U_2, g_1) + \beta u_x(t_n, 0, U_2, g_1) \) converges to some \( b(g_2) \in A_2(g_2) \) as \( n \to \infty \). Hence \( b_1(g_2) \leq b(g_2) \leq b_2(g_2) \). By Lemma
2.4. \( b_1(g_2) \neq b_2(g_2) \). Thus \( b_1(g_2) < b_2(g_2) \). Similarly, we have \( b_2(g_2) < b_1(g_2) \). This is a contradiction.

Without loss of generality, we now assume that \( b_2(g_0) < a_1(g_0) \) for some \( g_0 \in H(f) \). We need to show that \( b_2(g) < a_1(g) \) for all \( g \in H(f) \). If this is not true, then there is a \( g_* \in H(f) \) such that \( b_2(g_*) \geq a_1(g_*) \). Let \( (U_2, g_*) \in E_2 \) be such that \( (1 - \beta)U_2(0) + \beta U_{2x}(0) = b_2(g_*) \), \((U_1, g_*) \in E_1 \) be such that \( (1 - \beta)U_1(0) + \beta U_{1x}(0) = a_1(g_*) \). By minimality of \( E_1 \), one can find a sequence \( \{t_n\} \) with \( t_n \to \infty \) such that \( (1 - \beta)u(t_n, 0, U_2, g_*) + \beta u_x(t_n, 0, U_2, g_*) \to b_2(g_0) \), and, \((1 - \beta)u(t_n, 0, U_1, g_*) + \beta u_x(t_n, 0, U_1, g_*) \to a(g_0) \) as \( n \to \infty \), where \( a(g_0) \) is some point in \( A_1(g_0) \). Thus \( b_2(g_0) \geq a(g_0) \geq a_1(g_0) \), a contradiction.

2) We know by 1) that \( b_2(g) < a_1(g) \) for all \( g \in H(f) \). Now, suppose by contradiction that there is a sequence \( \{g_n\} \subset H(f) \) such that \( a_1(g_n) - b_2(g_n) \to 0 \) as \( n \to \infty \). Without loss of generality, we assume that \( \{g_n\} \) converges to some \( g^* \in H(f) \), \( \{a_1(g_n)\} \) and \( \{b_2(g_n)\} \) converge to some number \( c \) as \( n \to \infty \). Since \( E_1, E_2 \) are both compact, then \( c \in A_1(g^*) \cap A_2(g^*) \). This contradicts with 1).

We now state our main theorem in this section.

**Theorem 2.6.** Let \((U_0, g_0) \in X \times H(f) \) be such that the motion \( \Pi_t(U_0, g_0) \) \((t > 0) \) is bounded. Then the \( \omega \)-limit set \( \omega(U_0, g_0) \) contains at most two minimal sets. More precisely, one of the following is true:

1) \( \omega(U_0, g_0) = E_1 \cup E_2 \cup E_{12} \), where \( E_1, E_2 \) are minimal sets, \( E_{12} \neq \emptyset \). \( E_{12} \) connects \( E_1, E_2 \) in the sense that if \((U_{12}, g) \in E_{12} \), then \( \omega(U_{12}, g) \cap (E_1 \cup E_2) \neq \emptyset \), \( \alpha(U_{12}, g) \cap (E_1 \cup E_2) \neq \emptyset \) (where \( \alpha \) is referred to as the \( \alpha \)-limit set).

2) \( \omega(U_0, g_0) = E_1 \cup E_{11} \), where \( E_1 \) is minimal, \( E_{11} \neq \emptyset \). \( E_{11} \) connects \( E_1 \) in the sense that if \((U_{11}, g) \in E_{11} \), then \( \omega(U_{11}, g) \cap E_1 \neq \emptyset \), \( \alpha(U_{11}, g) \cap E_1 \neq \emptyset \).

3) \( \omega(U_0, g_0) \) is a minimal invariant set.

**Proof.** Suppose that \( \omega(U_0, g_0) \) contains three minimal sets \( E_1, E_2 \) and \( E_3 \). Define

\[
A_i(g) = \{(1 - \beta)U(0) + \beta U_x(0) | (U, g) \in E_i \cap P^{-1}(g)\},
\]

\[
a_i(g) = \min A_i(g),
\]

\[
b_i(g) = \max A_i(g),
\]

\((i = 1, 2, 3)\). By Lemma 2.5, without loss of generality, we assume that there is \( \delta > 0 \) such that

\[
b_1(g) + \delta \leq a_2(g), \quad b_2(g) + \delta \leq a_3(g), \quad \forall g \in H(f).
\]

(2.16)
Take \((U_i, g_0) \in E_i\) \((i = 1, 2, 3)\). Define \(u_i(t) = (1 - \beta)u(t, 0, U_i, g_0) + \beta u_x(t, 0, U_i, g_0)\) \((i = 1, 2, 3)\), and \(u(t) = (1 - \beta)u(t, 0, U_0, g_0) + \beta u_x(t, 0, U_0, g_0)\) for \(t \geq 0\). By Lemma 2.1, there is a \(T > 0\) such that \(u(t) - u_i(t) (i = 1, 2, 3)\) has constant sign as \(t \geq T\). Without loss of generality, we assume that \(u(t) < u_2(t)\) as \(t \geq T\). Next, fix a \(g^* \in H(f)\) and let \(\{t_n\}\) be a sequence such that \(t_n \to \infty\), \(g_0 \cdot t_n \to g^*\), \(u(t_n) \to a_3(g^*)\) as \(n \to \infty\). For such sequence \(\{t_n\}\), we further assume that \(u_2(t_n)\) converges to some \(a(g^*) \in A_2(g^*)\) as \(n \to \infty\). It then follows that \(a_3(g^*) \leq a(g^*) \leq b_2(g^*) < b_2(g^*) + \delta\). This contradicts with (2.16). Thus, \(\omega(U_0, g_0)\) contains at most two minimal sets. Now, write \(\omega(U_0, g_0) = E_1 \cup E_2 \cup E_{12}\), where \(E_1, E_2\) are minimal sets. If \(E_1 \neq E_2\), since \(\omega(U_0, g_0)\) is connected, \(E_{12} \neq \emptyset\). Now, take \((U_{12}, g) \in E_{12}\). It is clear that \(\omega(U_{12}, g) \cap (E_1 \cup E_2) \neq \emptyset\), and \(\alpha(U_{12}, g) \cap (E_1 \cup E_2) \neq \emptyset\), for otherwise, either \(\omega(U_{12}, g)\) or \(\alpha(U_{12}, g)\) would contain a minimal set and therefore \(\omega(U_0, g_0)\) would have three minimal sets. In the case \(\omega(U_0, g_0)\) contains only one minimal set, that is, \(E_1 = E_2\). If \(E_{11} \equiv E_{12} \neq \emptyset\), then a similar argument shows that \(\omega(U_{11}, g) \cap E_1 \neq \emptyset\), \(\alpha(U_{11}, g) \cap E_1 \neq \emptyset\) for any \((U_{11}, g) \in E_{11}\).

We remark here that the above theorem is true for the \(\alpha\)-limit set \(\alpha(U_0, g_0)\) if it can be defined. As we mentioned in section 1, there is an example ([24]) in scalar ODEs which shows that certain \(\omega\)-limit set in the corresponding skew-product flow is not minimal, and it contains only one minimal set. An example exhibiting the appearance of two minimal sets in an \(\omega\)-limit set is provided in section 4. The following lemma can also be found in [29]. We give a different proof here since more detailed information in the proof is needed later on.

**Lemma 2.7.** Let \(E \subset X \times H(f)\) be a minimal invariant subset. Then there is a residual subset \(A_0 \subset H(f)\) which satisfies the following properties:

1) For any \(g_s \in A_0\), \(g \in H(f)\) and any \((U_s, g_s) \in E \cap P^{-1}(g_s)\), if \(\{t_n\}\) is a sequence with \(t_n \to +\infty\) or \(-\infty\) such that \(g \cdot t_n \to g_s\) as \(n \to \infty\), then there is a sequence \(\{(U_n, g)\} \subset E \cap P^{-1}(g)\) such that \(\Pi_{t_n}(U_n, g) \to (U_s, g_s)\) as \(n \to \infty\).

2) Let \(2^E\) be the set of all closed subset of \(E\) furnished with Hausdorff metric \(\sigma\). Then \(A_0 = \{g \in H(f) | g : H(f) \to 2^E, g \mapsto E \cap P^{-1}(g)\text{ is continuous at }g\}\).

**Proof.** Let \(2^E\) be the set of all closed subset of \(E\) furnished with Hausdorff metric \(\sigma\). Recall, for any \(E_1, E_2 \in 2^E\), \(\sigma(E_1, E_2) = \max\{\mu(E_1, E_2), \mu(E_2, E_1)\}\), where \(\mu(E_1, E_2) = \max_{x \in E_1} \min_{x' \in E_2} d_E(x, x')\), \(d_E\) is the metric on \(E\) (note that the compact open topology
on \( H(f) \) is metrizable, see [26] or [33]). Now, consider the function \( q : H(f) \to 2^E, \)
\( g \to E \cap P^{-1}(g) \). It is clear that \( q \) as a set valued map is upper semi-continuous. Let
\( A_0 \subset H(f) \) be the set of continuous points of \( q \). Then \( A_0 \subset H(f) \) is a residual subset
([3]). Take \( g_* \in A_0, g \in H(f) \) and \((U_*, g_*) \in A_0 \cap P^{-1}(g_*)\). Let \( \{t_n\} \) be a sequence with
\( t_n \to +\infty \) or \(-\infty \) such that \( g \cdot t_n \to g_* \) as \( n \to \infty \). Now, by lower semicontinuity of \( q \) as a
set valued map, there is a sequence \( \{((\tilde{U}_n, g \cdot t_n)) \subset E \) such that \( d_E((\tilde{U}_n, g \cdot t_n), (U_*, g_*)) \to 0 \)
as \( n \to \infty \). Let \( (U_n, g) = \Pi_{-t_n}(\tilde{U}_n, g \cdot t_n) \) \((n = 1, 2, \cdots)\). 1) is proved.

2) follows from 1) and the definition of Hausdorff metric. ■

**Proposition 2.8.** Consider (1.1)-(1.2). Let \( (U_0, g_0) \in X \times H(f) \) be such that the
motion \( \Pi_t(U_0, g_0) \) \((t > 0) \) is bounded. If \( U_0(x) - U(x) \geq 0 \) \((\leq 0) \) for any \( x \in [0, 1] \), and
any \((U_0, g_0) \in \omega(U_0, g_0) \cap P^{-1}(g_0) \), then \( \omega(U_0, g_0) \) contains only one minimal invariant set.

**Proof.** Suppose that \( \omega(U_0, g_0) \) has two minimal invariant sets \( E_1, E_2 \) \((E_1 \neq E_2) \). For
each \( g \in H(f) \), and \( x \in [0, 1] \), define
\[
\begin{align*}
a_i(g, x) &= \min\{U(x)|(U, g) \in E_i \cap P^{-1}(g)\}, \\
b_i(g, x) &= \max\{U(x)|(U, g) \in E_i \cap P^{-1}(g)\},
\end{align*}
\]
\((i = 1, 2)\). Suppose that \( U_0(x) - U(x) \geq 0 \) for any \((U_0, g_0) \in \omega(U_0, g_0) \cap P^{-1}(g_0) \). Then by
standard strong maximal principal for parabolic equations ([14], [23]), we have \( a_i(g_0 \cdot t, x) \leq
u(t, x, U_0, g_0) \) and \( b_i(g_0 \cdot t, x) \leq u(t, x, U_0, g_0) \) for any \( x \in [0, 1] \) and \( t \geq 0 \) \((i = 1, 2)\). Let \( A_i \subset
E_i \) \((i = 1, 2)\) be the residual subset of \( H(f) \) satisfying the property in Lemma 2.7, that is,
for any \( g_* \in A_i, g \in H(f) \) and any \((U_*, g_*) \in E_i \cap P^{-1}(g_*) \), if \( \{t_n\} \) with \( t_n \to +\infty \) or \(-\infty \) is
a sequence such that \( g \cdot t_n \to g_* \) as \( n \to \infty \), then there is a sequence \( \{(U_n, g) \subset E \cap P^{-1}(g) \)
such that \( \Pi_{t_n}(U_n, g) \to (U_*, g_*) \) as \( n \to \infty \) \((i = 1, 2)\). Let \( A_0 = A_1 \cap A_2 \). Then \( A_0 \subset H(f) \)
is also a residual subset of \( H(f) \). Fix any \( g^* \in A_0 \) and take any \( x_0 \in [0, 1] \). Without
loss of generality, we assume that \( a_2(g^*, x_0) \leq b_1(g^*, x_0) \). Let \((U_2, g^*) \in E_2 \) be such that
\( U_2(x_0) = a_2(g^*, x_0) \), and let \((U_1^*, g^*) \in E_1 \) be such that \( U_1^*(x_0) = b_1(g^*, x_0) \). Let \( \{t_n\} \) with
\( t_n \to \infty \) be such that \( \Pi_{t_n}(U_0, g_0) \to (U_2^*, g^*) \) as \( n \to \infty \). Then \( u(t_n, x_0, U_0, g_0) \to U_2(x_0) =
a_2(g^*, x_0) \) as \( n \to \infty \). By Lemma 2.7, there are \((U_1^n, g_0) \in E_1 \cap P^{-1}(g_0), n = 1, 2, \cdots \), such
that \( \Pi_{t_n}(U_1^n, g_0) \to (U_1^*, g^*) \) as \( n \to \infty \). Hence \( u(t_n, x_0, U_1^n, g_0) \to U_1^*(x_0) = b_1(g^*, x_0) \)
as \( n \to \infty \). By the above assumptions, \( u(t_n, x_0, U_0, g_0) \geq u(t_n, x_0, U_1^n, g_0) \) for \( t_n \geq 0 \). This
implies \( b_1(g^*, x_0) \leq a_2(g^*, x_0) \). Therefore, \( a_2(g^*, x_0) = b_1(g^*, x_0) \). Similarly, we have
\( a_1(g^*, x_0) = b_2(g^*, x_0) \). Hence \( U_1(x_0) = U_2(x_0) \) for any \((U_i, g^*) \in E_i \) \((i = 1, 2)\). Since
$x_0 \in [0,1]$ is arbitrary chosen, we have $U_1 \equiv U_2$ for any $(U_1,g^*) \in \mathcal{E}_1$ and $(U_2,g^*) \in \mathcal{E}_2$. This is a contradiction. ■

Remark 2.1. By the arguments in the above proof, we actually have $\text{card}(\mathcal{E} \cap P^{-1}(g)) = 1$ for any $g \in A_0$, where $\mathcal{E}$ is the minimal invariant set in $\omega(U_0,g_0)$ in Proposition 2.8.

3. Lifting Properties of $\omega$-limit Sets

Definition 3.1. Consider the local skew product semiflow (1.4) and let $E$ be an invariant set. For any $g \in H(f)$, a pair $(U_1,g), (U_2,g) \in E \cap P^{-1}(g)$ is said to be (positively, negatively) proximal if

$$\inf_{(t \in \mathbb{R}^+ \cup \mathbb{R}^-) \in \mathbb{R}^2} \|u(t,\cdot,U_1,g) - u(t,\cdot,U_2,g)\| = 0.$$ (3.1)

The pair $(U_1,g), (U_2,g)$ is said to be positively (negatively) distal if it is not positively (negatively) proximal. It is said to be distal if it is neither positively nor negatively proximal.

Definition 3.2. Consider (1.4) and let $E \subset X \times H(f)$ be a compact invariant set. 1) $E$ is said to be almost periodic extension of $H(f)$ if $\text{card}(E \cap P^{-1}(g)) = 1$ for all $g \in H(f)$; 2) $E$ is an almost automorphic extension of $H(f)$ if there is an $g_0 \in H(f)$ such that $\text{card}(E \cap P^{-1}(g_0)) = 1$; 3) $E$ is a proximal extension of $H(f)$ if any $(U_1,g), (U_2,g) \in E$ are either positively or negatively proximal; 4) $E$ is said to be (negatively, positively) distal if any $(U_1,g), (U_2,g) \in E$ $(U_1 \neq U_2)$ forms a (negatively, positively) distal pair.

Remark 3.1. It is clear that if $E$ is an almost periodic extension (1-cover) of $H(f)$ (this implies that $E$ is minimal), then for any $(U,g) \in E$, $u(t,\cdot,U,g)$ is an almost periodic solution of (1.3)$_g$. If $E$ is an almost automorphic extension of $H(f)$ and is minimal, then it follows from [28], [29] that $H_0(f) = \{g \in H(f) | \text{card}(E \cap P^{-1}(g)) = 1\}$ is actually a residual subset of $H(f)$ (hence $E$ is almost a 1-cover of $H(f)$). Points in $E \cap P^{-1}(g) (g \in H_0(f))$ are called almost automorphic points. Let $(U_0,g_0)$ be an almost automorphic point. Then it is easy to verify that $u(t,\cdot,U_0,g_0)$ is a (Bochner) almost automorphic solution of (1.3)$_{g_0}$ in the following sense: For any sequence $\{\alpha'_n\} \subset \mathbb{R}^1$, there exists a subsequence $\{\alpha_n\} \subset \{\alpha'_n\}$
and a function $v(t, x) (v(t, \cdot) \in X)$ such that $u(t + \alpha_n, \cdot; U_0, g_0) \rightarrow v(t, \cdot)$, $v(t - \alpha_n, \cdot) \rightarrow u(t, \cdot; U_0, g_0)$ as $n \rightarrow \infty$.

**Definition 3.3.** A motion $\Pi_t(U_0, g_0)$ of (1.4) is said to be uniformly stable if for any $\epsilon > 0$, there is $\delta = \delta(\epsilon) > 0$ such that if

$$\|u(\tau, \cdot, U_0, g_0) - u(\tau, \cdot, U_1, g_0)\| < \delta(\epsilon)$$

for some $(U_1, g_0) \in X \times H(f)$, and some $\tau \in \mathbb{R}^+$, then

$$\|u(t + \tau, \cdot, U_0, g_0) - u(t + \tau, \cdot, U_1, g_0)\| < \epsilon,$$

for all $t \in \mathbb{R}^+$.

Suppose that $E \subset X \times H(f)$ is a minimal invariant set. Define

$$a(g) = \min\{(1 - \beta)U(0) + \beta U_x(0)|(U, g) \in E \cap P^{-1}(g)\},$$

$$b(g) = \max\{(1 - \beta)U(0) + \beta U_x(0)|(U, g) \in E \cap P^{-1}(g)\},$$

and

$$\tilde{E} = \{(1 - \beta)U(0) + \beta U_x(0), g)|(U, g) \in E\}. \quad (3.3)$$

**Lemma 3.1.** Let $E \subset X \times H(f)$ be a minimal invariant set of (1.4) and $A_0 \subset H(f)$ be as in Lemma 2.7. Then $a(\cdot), b(\cdot) : H(f) \rightarrow \mathbb{R}^1$ are continuous at $g \in A_0$.

**Proof.** Denote the Hausdorff metric on $2^E$ by $\tilde{\sigma}$. Then it is easy to see that $\tilde{\sigma}(\tilde{E} \cap P^{-1}(g_1), \tilde{E} \cap P^{-1}(g_2)) \leq K \cdot \sigma(E \cap P^{-1}(g_1), E \cap P^{-1}(g_2))$ for any $g_1, g_2 \in H(f)$ and some $K > 0$ ($X \rightarrow C^1[0, 1]$). This implies that the function $\tilde{q} : H(f) \rightarrow 2^{\tilde{E}}$, $g \mapsto P^{-1}(g) \cap \tilde{E}$ is continuous on $A_0$. Therefore, functions $a(g), b(g)$ are continuous on $A_0$. \(\blacksquare\)

**Lemma 3.2.** Consider a $(U_0, g_0) \in X \times H(f)$ such that the motion $\Pi_t(U_0, g_0)$ ($t > 0$) of (1.4) is bounded. Let $E \subset \omega(U_0, g_0)$ be a minimal set. If there is a $T > 0$ such that $u(t, \cdot, U_0, g_0) - u(t, \cdot, U_0, g_0)$ has only simple zeros in $[0, 1]$ as $t \geq T$ for any $(U, g_0) \in E \cap P^{-1}(g_0)$, then $E$ is an almost automorphic extension of $H(f)$.

**Proof.** Let $A_0 \subset H(f)$ be as in Lemma 2.7. Since $A_0$ is the set of continuous points of $q : H(f) \rightarrow 2^E$, $g \mapsto E \cap P^{-1}(g)$, it is clear that $E_0 = \cup_{g \in A_0} E \cap P^{-1}(g) \subset E$ is $\Pi_t$-invariant. We want to show that $\text{card}(E \cap P^{-1}(g)) = 1$ for any $g \in A_0$. Suppose this is not true. Then there is a $g_* \in A_0$ such that $\text{card}(E \cap P^{-1}(g_*)) > 1$. Now, take any two points $(U_1, g_*), (U_2, g_*) \in E \cap P^{-1}(g_*)$. Let $\{t_n\}$ with $t_n \rightarrow \infty$ be such that
\[ \Pi_{t_n}(U_0, g_0) \to (U_1, g_*) \text{ as } n \to \infty. \] By Lemma 2.7, there is a sequence \( \{(U_n, g_0)\} \subset E \cap P^{-1}(g_0) \) such that \( \Pi_{t_n}(U_n, g_0) \to (U_2, g_*) \) as \( n \to \infty. \) By Lemma 2.1, we may assume without loss of generality that \( U_1(\cdot) - U_2(\cdot) \) has only simple zeros in \([0,1].\) Let \( Z(U_1(\cdot) - U_2(\cdot)) = N. \) Then \( Z(u(t_n, u_0, g_0) - u(t_n, u_0, g_0)) = N \) for \( t \geq T. \) Now, let \( t_0 \in \mathbb{R}^1 \) be any number that \( u(t_0, u_1, g_0) - u(t_0, u_2, g_0) \) has only simple zeros in \([0,1].\) Since \( \Pi_{t_n+t_0}(U_0, g_0) \to \Pi_{t_0}(U_1, g_0), \) \( \Pi_{t_n+t_0}(U_n, g_0) \to \Pi_{t_0}(U_2, g_0) \) as \( n \to \infty, \) \( Z(u(t_0, u_1, g_0) - u(t_0, u_2, g_0)) = N. \) By Lemma 2.1, this implies that \( Z(u(t, u_1, g_0) - u(t, u_2, g_0)) = N \) for all \( t \in \mathbb{R}^1. \)

Let \( a(\cdot), b(\cdot) \) be as in (3.3). By Lemma 3.1, functions \( a(g), b(g) \) are continuous on \( A_0. \) Note that for any \( g \in A_0 \) and any two points \((U_1, g), (U_2, g) \in E \cap P^{-1}(g), U_1(\cdot) - U_2(\cdot) \) has only simple zeros in \([0,1].\) This implies that for any \( g \in A_0, \) there is a unique \((U_1, g) \in E \cap P^{-1}(g) \) and a unique \((U_2, g) \in E \cap P^{-1}(g) \) such that \( a(g) = (1 - \beta)U_1(0) + \beta U_{1x}(0) \) and \( b(g) = (1 - \beta)U_2(0) + \beta U_{2x}(0), \) moreover, \( a(g \cdot t) = (1 - \beta)u(t, 0, U_1, g) + \beta u_x(t, 0, U_1, g), \) \( b(g \cdot t) = (1 - \beta)u(t, 0, U_2, g) + \beta u_x(t, 0, U_1, g) \) for all \( t \in \mathbb{R}^1. \) Now, fix a \( g \in A_0. \) By minimality of \( E, \) one can take a sequence \( \{t_n\} \) with \( t_n \to \infty \) such that \( g \cdot t_n \to g_*, \) \( (1 - \beta)u(t_n, 0, U_1, g) + \beta u_x(t_n, 0, U_1, g) \to b(g_*), \) that is, \( a(g \cdot t_n) \to b(g_*), \) as \( n \to \infty. \) Since \( a(\cdot) : H(f) \to \mathbb{R}^1 \) is continuous at \( g_*, \) one also has \( a(g \cdot t_n) \to a(g_*) \) as \( n \to \infty. \) Hence \( a(g_*) = b(g_*). \) Thus, \( \text{card}(E \cap P^{-1}(g_*)) = 1, \) a contradiction. Therefore, we must have \( \text{card}(E \cap P^{-1}(g)) = 1 \) for all \( g \in A_0. \) This proves the Lemma.

**Theorem 3.3.** Let \( (U_0, g_0) \in X \times H(f) \) be such that \( \Pi_t(U_0, g_0) \) \((t > 0)\) of (1.4) is bounded. The following hold:

1) Any minimal invariant set \( E \subset \omega(U_0, g_0) \) is a proximal extension of \( H(f). \)

2) If \( \omega(U_0, g_0) \) contains two minimal sets \( E_1, E_2, \) then both \( E_1 \) and \( E_2 \) are almost automorphic extensions of \( H(f). \)

**Proof.** 1) follows immediately from Lemma 2.3. We now prove 2). First, we claim that there is a \( \delta > 0 \) such that for any \( g \in H(f) \) and any \((U^i, g) \in E_i \cap P^{-1}(g) \) \((i = 1, 2), \)

\[
|U^1(x) - U^2(x)| + |U^1_x(x) - U^2_x(x)| \geq \delta, \quad \text{for all } x \in [0,1].
\] (3.5)

If this is not true, then there are sequences \( \{(U^i_n, g_n)\} \subset E_i \) \((i = 1, 2), \) \( \{x_n\} \subset [0,1] \) such that \( |U^1_n(x_n) - U^2_n(x_n)| + |U^1_{nx}(x_n) - U^2_{nx}(x_n)| \to 0 \) as \( n \to \infty. \) Take subsequences if it is necessary, one has that \((U^i_n, g_n) \) \((i = 1, 2)\) converge to some \((U^*_n, g_*) \in E_i \) \((i = 1, 2), \) \( \{x_n\} \)
converges to a \( x_\ast \in [0, 1] \) as \( n \to \infty \). It turns out that \( x_\ast \) is a multiple zero of \( U^1_\ast(\cdot) - U^2_\ast(\cdot) \), a contradiction to Lemma 2.4. Now, fix a \((U^2, g_0) \in E_2 \cap P^{-1}(g_0)\), similar to the argument in Lemma 2.3, there is a sequence \( \{t_n\} \) with \( t_n \to \infty \) such that

\[
\|u(t_n, \cdot, U_0, g_0) - u(t_n, \cdot, U^2, g_0)\| \to 0,
\]

as \( n \to \infty \). Thus, there is a \( N > 0 \) such that \( \|u(t_n, \cdot, U_0, g_0) - u(t_n, \cdot, U^2, g_0)\|_{C^1[0,1]} \leq \delta/2 \), as \( n \geq N \). Now, for any \((U, g_0) \in E_1 \cap P^{-1}(g_0)\), since

\[
\begin{align*}
|u(t_n, x, U_0, g_0) - u(t_n, x, U, g_0)| + |u_x(t_n, x, U_0, g_0) - u_x(t_n, x, U, g_0)| \\
\geq |u(t_n, x, U, g_0) - u(t_n, x, U^2, g_0)| + |u_x(t_n, x, U, g_0) - u_x(t_n, x, U^2, g_0)| \\
- \|u(t_n, \cdot, U_0, g_0) - u(t_n, \cdot, U^2, g_0)\|_{C^1[0,1]}
\end{align*}
\]

\[
\geq \delta - \delta/2 = \delta/2 > 0
\]
as \( n \geq N \), \( u(t_n, \cdot, U_0, g_0) - u(t_n, \cdot, U, g_0) \) has only simple zeros as \( n \geq N \). This implies that \( u(t, \cdot, U_0, g_0) - u(t, \cdot, U, g_0) \) has only simple zeros as \( t \geq t_N \) for any \((U, g_0) \in E_1 \cap P^{-1}(g_0)\). By Lemma 3.2, \( E_1 \) is an almost automorphic extension of \( H(f) \). Similarly, \( E_2 \) is an almost automorphic extension of \( H(f) \).

**Proposition 3.4.** Let conditions in Proposition 2.8 be satisfied. Then the unique minimal set \( E \) in \( \omega(U_0, g_0) \) (for some \((U_0, g_0) \in X \times H(f)\)) is in fact an almost automorphic extension of \( H(f) \).

**Proof.** It follows from the proof of Proposition 2.8 (see Remark 2.1).

**Remark 3.2.** By Proposition 3.4, if (1.4) has a bounded global attractor, then it has at least one minimal invariant set which is an almost automorphic extension of \( H(f) \).

We now discuss a situation in which an \( \omega \)-limit set \( \omega(U_0, g_0) \) of (1.4) can be an almost periodic extension of \( H(f) \).

**Lemma 3.5.** If the \( \omega \)-limit set \( \omega(U, g) \) is distal, then \( \omega(U, g) \) is an almost periodical extension of \( H(f) \).

**Proof.** This is a consequence of Theorem 2.6 and Theorem 3.3.

It is known that, for a skew-product flow generated from a scalar time almost periodic ODE, the \( \omega \)-limit set of a uniformly stable motion is an almost periodic extension of \( H(f) \) (see [24]). We now claim that this is also true for the equation (1.1)-(1.2).
Theorem 3.6. Consider (1.4). Let \((U_0, g_0) \in X \times H(f)\) be such that the motion \(\Pi_t(U_0, g_0) (t > 0)\) is bounded and uniformly stable. Then \(\omega(U_0, g_0)\) is an almost periodic extension of \(H(f)\).

Proof. By [24], \(\omega(U_0, g_0)\) is minimal, and flow \(\Pi_t\) on \(\omega(U_0, g_0)\) is distal. The theorem then follows from Lemma 3.5.

Theorem 3.7. Assume system (1.1) is monotone, that is, \(f_u(t, x, u, p) \leq 0\) for all \((t, x, u, p) \in \mathbb{R}^1 \times [0,1] \times \mathbb{R}^1 \times \mathbb{R}^1\) in (1.1). Then for any bounded motion \(\Pi_t(U_0, g_0) (t > 0)\), \(\omega(U_0, g_0)\) is an almost periodic extension of \(H(f)\).

Proof. We first claim that \(\omega(U_0, g_0)\) is distal. Take any \((U_1, g), (U_2, g) \in \omega(U_0, g_0) \cap P^{-1}(g)\), by strong maximal principal (see [14], [23]),

\[
\max_{x \in [0,1]} |u(t, x, U_1, g) - u(t, x, U_2, g)| \geq \max_{x \in [0,1]} |U_1(x) - U_2(x)|,
\]

for any \(t \leq 0\). This implies that

\[
\|u(t, \cdot, U_1, g) - u(t, \cdot, U_2, g)\| \geq K \cdot \max_{x \in [0,1]} |U_1(x) - U_2(x)|
\]

for some \(K > 0\) and any \(t \leq 0\). Hence \(\omega(U_0, g_0)\) is negatively distal. It follows from [11], [24] that \(\omega(U_0, g_0)\) is distal. By Lemma 3.5, \(\omega(U_0, g_0)\) is an almost periodic extension of \(H(f)\).

4. Comments and Remarks

4.1. Consider a scalar time almost periodic ODE:

\[
u' = f(t, u).
\] (4.1)

Equation (4.1) generates a skew product flow \(\Pi_t\) on \(\mathbb{R}^1 \times H(f)\),

\[
\Pi_t(u_0, g) = (u(t, u_0, g), g \cdot t),
\] (4.2)

where \(g \cdot t\) is the flow on \(H(f)\) defined by time translations, \(u(t, u_0, g)\) is the solution of (4.1) with \(u(0, u_0, g) = u_0\). Let \(E \subset \mathbb{R}^1 \times H(f)\) be a minimal subset of \(\Pi_t\). Then, by using precisely the same arguments in the proofs of Lemma 3.1 and Lemma 3.2, one shows that \(E\) is actually an almost automorphic extension of \(H(f)\). In fact, from arguments in the proofs of Lemma 3.1 and Lemma 3.2, we see that once zero number plays a role, the PDE
solutions of (1.1) preserve some properties of scalar ODE solutions (for example, “order” between solutions).

4.2. Let $E \subset X \times H(f)$ be a minimal set of (1.4). The lifting properties (say, almost periodic, almost automorphic extensions of $H(f)$) of $E$ naturally reflect the oscillations of the solutions $u(t, x, U, g)$ with $(U, g) \in E$ in the time variable $t$ which are carried over from the original system (1.1) (that is, from the function $f$). For example, let $E \subset X \times H(f)$ be a minimal set of (1.4). If $E$ is an almost automorphic (almost periodic) extension of $H(f)$, then there are residual set $H_0(f) \subset H(f)$ such that for any $(U, g) \in E \cap P^{-1}(g)$, $g \in H_0(f)$ ($g \in H(f)$), $\Pi_t(U, g)$ is an almost automorphic (almost periodic) motion (see Remark 3.1), in other words, $u(t, x, U, g)$ is an almost automorphic (almost periodic) solution of (1.3). We now ask the inverse question: If there is an almost automorphic (almost periodic) motion lying in $E$, is then $E$ necessarily an almost automorphic (almost periodic) extension of $H(f)$? The answer is yes. That is, the oscillation properties of the motions lying in a minimal invariant set $E$ also reflect the lifting properties of $E$.

**Theorem 4.1.** Let $E \subset X \times H(f)$ be a minimal set of (1.4). Then the following hold:

1) If there is an almost automorphic motion $\Pi_t(U_0, g_0)$ lying in $E$, then $\text{card}(E \cap P^{-1}(g_0)) = 1$, that is, $E$ is an almost automorphic extension of $H(f)$.

2) If there is an almost periodic motion lying in $E$, then $E$ is an almost periodic extension of $H(f)$.

**Proof.** 1) Suppose that $\Pi_t(U_0, g_0)$ is an almost automorphic motion in $E$. We claim that $\text{card}(E \cap P^{-1}(g_0)) = 1$. Otherwise, let $(U, g_0) \in E \cap P^{-1}(g_0)$ be any point which differs from $(U_0, g_0)$. Let $\{t_n\}$ be a sequence such that $t_n \to \infty$ and $\Pi_{t_n \to \infty}(U, g_0) \to (U, g_0)$ as $n \to \infty$. Let $(U^*, g_0) \in E \cap P^{-1}(g_0)$ be such that $\Pi_{t_n}(U_0, g_0) \to (U^*, g_0)$ as $n \to \infty$ (take subsequence if necessary). Since $\Pi_{t_n}(U^*, g_0) \to (U_0, g_0)$ as $n \to \infty$, $(U^*, g_0) \neq (U, g_0)$. By Lemma 2.2, $Z(u(t, \cdot, U, g_0) - u(t, \cdot, U_0, g_0)) = \text{constant}$ for all $t \in \mathbb{R}^1$. Applying Lemma 3.2 for $T = 0$, $E$ is an almost automorphic extension of $H(f)$. Let $g^* \in H(f)$ be such that $\text{card}(E \cap P^{-1}(g^*)) = 1$, that is, $E \cap P^{-1}(g^*) = \{(U^*, g^*)\}$. Fix a $(U, g_0) \in E \cap P^{-1}(g_0)$ such that $(U, g_0) \neq (U_0, g_0)$. Let $\{t_n\}$ with $t_n \to \infty$ be a sequence such that $\Pi_{t_n}(U^*, g^*) \to (U, g_0)$ as $n \to \infty$. Since $\Pi_{t_n}(U_0, g_0) \to (U^*, g^*)$ as $n \to \infty$, then
\( \Pi_{t_n}(U^*, g^*) \rightarrow (U_0, g_0) \) as \( n \rightarrow \infty \). This contradicts with the fact that \( (U, g_0) \neq (U_0, g_0) \). Hence \( \text{card}(E \cap P^{-1}(g_0)) = 1 \).

2) is a corollary of 1). \( \square \)

Note that, given \( E \) is minimal invariant and \( (U_0, g_0) \in E \), then by the above theorem, \( \Pi_t(U_0, g_0) \) is almost automorphic if and only if \( \text{card}(E \cap P^{-1}(g_0)) = 1 \).

4.3. We remark here that by Theorem 4.1 and the following proposition, \( u(t, x, U_0, g_0) \) is asymptotically almost periodic if and only if \( \omega(U_0, g_0) \) is an almost periodic extension of \( H(f) \).

Proposition 4.2. Consider \( (U_0, g_0) \in X \times H(f) \) such that \( \Pi_t(U_0, g_0) \ (t > 0) \) is bounded. Suppose that \( \omega(U_0, g_0) \) is an almost periodic extension of \( H(f) \) (hence for each \( (U, g) \in \omega(U_0, g_0) \), \( \Pi_t(U, g) \) is almost periodic). Then

\[
\Pi_t(U_0, g_0) - \Pi_t(U, g) \rightarrow 0, \quad \text{as} \quad t \rightarrow \infty,
\]

where \( (U, g_0) = \omega(U_0, g_0) \cap P^{-1}(g_0) \).

Proof. If not, there is a \( \delta > 0 \) and a sequence \( \{t_n\} \) with \( t_n \rightarrow \infty \) such that

\[
\|u(t_n, \cdot, U_0, g_0) - u(t_n, \cdot, U, g_0)\| \geq \delta,
\]

for all \( n \).

Without loss of generality, we assume that \( \Pi_{t_n}(U_0, g_0), \Pi_{t_n}(U, g_0) \) converges to \( (U^*_0, g^*), (U^*, g^*) \in \omega(U_0, g_0) \) respectively as \( n \rightarrow \infty \). It follows that \( \|U^*_0 - U^*\| \geq \delta \).

But \( \text{card}(\omega(U_0, g_0) \cap P^{-1}(g^*)) = 1 \). This is a contradiction. \( \square \)

4.4. Suppose that the flow on a compact invariant set \( E \subset X \times H(f) \) is distal. It follows from classical topological dynamical system theory (see [11]) that \( E \) laminates into minimal distal flows. It then follows from Lemma 3.5 that \( E \) is a union of almost periodic extensions of \( H(f) \).

4.5. We have seen from previous sections that the zero number plays an important role in describing the oscillations of solutions in time \( t \) variable. In the theory of scalar one dimensional parabolic equations, oscillation properties of a solution \( u(x, t) \) in the space variable \( x \) are often described by the so called Lap number ([20]).
Let \( u(x) \in C^1[0,1] \). The Lap number of \( u \) is defined as
\[
    l(u) = \sup\{k | \text{there are points } 0 = x_0 < x_1 < \cdots < x_k = 1 \text{ such that } (u(x_{i+1}) - u(x_i))(u(x_i) - u(x_{i-1})) < 0, i = 1, 2, \ldots, k - 1 \}.
\]  
(4.3)

An essential requirement to consider the Lap number \( l(u(\cdot,t)) \) for a classical solution \( u(x,t) \) of (1.1) is that the function \( f \) in (1.1) does not depend on \( x \) explicitly (see [20]). If this assumption is made, then the Lap number of the solutions in a minimal invariant set is a constant.

**Proposition 4.3.** Let \( E \subset X \times H(f) \) be a minimal set of (1.4) and suppose that for any \((U,g) \in E\), \( l(u(t,\cdot,U,g)) \) is nonincreasing (it is always true if \( f \) in (1.1) does not depend on \( x \) explicitly and \( \beta = 0 \) in (1.2)). Then there is an integer \( N \geq 0 \) such that \( l(U) = N \) for all \((U,g) \in E\).

**Proof.** Fix \((U_0,g_0) \in E\). Since \( u_x(t,x,U_0,g_0) \) satisfies a linear parabolic equation, \( Z(u_x(t,\cdot,U_0,g_0)) < \infty \) for all \( t \in \mathbb{R}^1 \). Thus, \( l(u(t,\cdot,U_0,g_0)) \leq Z(u_x(t,\cdot,U_0,g_0)) + 1 < \infty \) for all \( t \in \mathbb{R}^1 \). By minimality of \( E \), there is a sequence \( \{t_n\} \) with \( t_n \to \infty \) such that \( \Pi_{t_n}(U_0,g_0) \to (U_0,g_0) \) as \( n \to \infty \). By lower semi-continuity of Lap number ([20]), one has
\[
    l(U_0) \leq \liminf_{n \to \infty} l(u(t_n,\cdot,U_0,g_0)) \leq l(u(t_n,\cdot,U_0,g_0))
\]  
(4.4)

for \( n \gg 1 \).

But \( l(u(t_n,\cdot,U_0,g_0)) \leq l(U_0) \) for all \( n \). It follows that \( l(u(t,\cdot,U_0,g_0)) = l(U_0) \) for \( t \geq 0 \). This implies that \( l(u(t,\cdot,U_0,g_0)) = l(U_0(\cdot)) \) for any \( t \in \mathbb{R}^1 \).

Now, for any \((U,g) \in E\), there are sequences \( \{t_n\}, \{s_n\} \) with \( t_n \to \infty, s_n \to -\infty \) such that
\[
    \Pi_{t_n}(U_0,g_0) \to (U,g), \quad \Pi_{s_n}(U,g) \to (U_0,g_0),
\]
as \( n \to \infty \). Therefore,
\[
    l(U) \leq \liminf_{n \to \infty} l(u(t_n,\cdot,U_0,g_0)) = l(U_0),
\]
\[
    l(U_0) \leq \liminf_{n \to \infty} l(u(s_n,\cdot,U,g)) = l(U),
\]
that is, \( l(U) = l(U_0) \). \( \blacksquare \)

This proposition simply states that by means of Lap number all motions \( \{\Pi_t(U,g)\} \subset E \) have similar oscillations in the space variable \( x \).
4.6. We now give an example adopted from Johnson [19] in which an \( \omega \)-limit set of (1.4) contains precisely two minimal sets.

Consider the scalar parabolic equation:

\[
\begin{cases}
    u_t = u_{xx} - (a(t) \cos u + b(t) \sin u) \sin u, & t > 0, \quad 0 < x < 1, \\
    u_x(t, 0) = u_x(t, 1) = 0, & t > 0,
\end{cases}
\]

where \( f(t) = (a(t), b(t)) \) is almost periodic such that the scalar ODE

\[
y' = a(t)y + b(t)
\]

admits no almost periodic solutions but the solution \( y_0(t) \) with \( y_0(0) = 0 \) is bounded (see [19]).

In what follows, we will consider only the \( \omega \)-limit sets of bounded solutions which are space homogeneous, that is, the solutions of the scalar ODE:

\[
u' = -(a(t) \cos u + b(t) \sin u) \sin u.
\]

For \( (U, g) \equiv (U, a_g, b_g) \in \mathbb{R}^1 \times H(f) \), denote by \( u(t, U, g) \) the solution of

\[
u' = -(a_g(t) \cos u + b_g(t) \sin u) \sin u
\]

with \( u(0, U, g) = U \). Then

\[
\Pi_t(U, g) = (u(t, U, g), g \cdot t)
\]

is the skew product flow on \( \mathbb{R}^1 \times H(f) \) generated by (4.7).

Clearly, \( E_1 = \{0\} \times H(f) \) is an invariant set of \( \Pi_t \), and it is in fact an almost periodic extension of \( H(f) \). Next, consider transformation \( y(t) = \cot u(t) \) to (4.7). A simple calculation shows that \( y(t) \) satisfies (4.6). Let \( M = \text{cl}\{(y_0(t), f \cdot t) | t \in \mathbb{R}^1\} \). Then \( M \) contains a minimal set \( M_2 \subset \mathbb{R}^1 \times H(f) \) which is necessary an almost automorphic but not almost periodic extension of \( H(f) \) (see 4.1). Hence, \( E = \text{cl}\{\Pi_t(\pi/2, f) | t \in \mathbb{R}^1\} \) contains a minimal set \( E_2 \subset (0, \pi) \times H(f) \) which is an almost automorphic (not almost periodic) extension of \( H(f) \). Define \( u(g) = \min\{U | (U, g) \in E_2\} \). We shall show that there are \( g_0 \in H(f) \) and \( U_0 \in (0, u(g_0)) \) such that

\[
E_1 \cup E_2 \subset \omega(U_0, g_0).
\]
To do so, for each \((U, g) = (U, a_g, b_g) \in E_2\), consider the transformation
\[
\cot u = \frac{\cot \tilde{u}}{\sin u(t, U, g)} + \cot u(t, U, g) \tag{4.10}
\]
to \((4.8)\). Then the equation for \(\tilde{u}\) reads
\[
\tilde{u}' = \beta((U, g) \cdot t) \sin \tilde{u} \cos \tilde{u}, \tag{4.11}
\]
here \(\beta((U, g) \cdot t) = -a_g(t) \sin^2 u(t, U, g) + b_g(t) \sin u(t, U, g) \cos u(t, U, g)\).

Let \(\Pi_t\) be denoted as the skew product flow on \(\mathbb{R}^1 \times E_2\) generated by \((4.11)\). Then minimal sets \(\tilde{E}_1 = \{0\} \times E_2\), \(\tilde{E}_2 = \{\pi/2\} \times E_2\) of \(\Pi_t\) correspond to \(E_1\) and \(E_2\) respectively by means of transformation \((4.10)\). By arguments in [18], one has that
\[
\lim_{|t| \to \infty} \frac{1}{t} \int_0^t \beta((U, g) \cdot s) ds = 0. \tag{4.12}
\]

Since \(E_1\) and \(E_2\) are only two minimal sets of \(\Pi_t\) in \([0, \pi)\times H(f)\) (see [19]), it follows also that \(\tilde{E}_1\) and \(\tilde{E}_2\) are only minimal sets of \(\Pi_t\) in \([0, \pi/2)\times E_2\). Note that \(V = \cot \tilde{u}\) satisfies
\[
V_t = -\beta((U, g) \cdot t)V_t, \tag{4.13}
\]
that is, \(\cot \tilde{u} = \cot \tilde{U} e^{-\int_0^t \beta((U, g) \cdot s) ds} (\tilde{u}(0) = \tilde{U})\). Now take \((\tilde{U}, U, g) \in (0, \pi/2) \times E_2\). Since \(\tilde{E}_1, \tilde{E}_2\) are only minimal sets of \(\Pi_t\) in \([0, \pi/2)\times E_2\), there is a sequence \(\{t_n\}\) with \(t_n \to \infty\) such that if \(\tilde{u}(t) \equiv \tilde{u}(t, \tilde{U}, U, g)\) is the solution of \((4.11)\) with \(\tilde{u}(0) = \tilde{U}\), then \(\tilde{u}(t_n)\) converges to either 0 or \(\pi/2\) as \(n \to \infty\), that is, \(\cot \tilde{u}(t_n)\) converges to either \(+\infty\) or \(0\) as \(n \to \infty\). Hence \(\int_0^{t_n} \beta((U, g) \cdot s) ds\) converges to either \(+\infty\) or \(-\infty\) as \(n \to \infty\). In any case, \(\int_0^t \beta((U, g) \cdot s) ds\) is unbounded. Using this fact and \((4.12)\), one has by [18] that the set
\[
E_0 = \{U, g) \in E_2| \limsup_{t \to \infty} \int_0^t \beta((U, g) \cdot s) ds = \infty, \liminf_{t \to \infty} \int_0^t \beta((U, g) \cdot s) ds = -\infty\} \tag{4.14}
\]
is a residual subset of \(E_2\). Now take \((\tilde{U}, U, g_0) \in (0, \pi/2) \times E_0\). It follows from \((4.14)\) that \(\tilde{E}_1 \cup \tilde{E}_2 \subset \omega(\tilde{U}, U, g_0)\). Let \(U_0 = \cot^{-1} \left(\frac{\cot \tilde{U}}{\sin \tilde{U}} + \cot U\right)\). Then \(E_1 \cup E_2 \subset \omega(U_0, g_0)\), with \(E_1\) being an almost periodic extension of \(H(f)\) and \(E_2\) being an almost automorphic extension of \(H(f)\).
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