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#### Abstract

This manuscript extends the relaxation theory from nonlinear elasticity to electromagnetism and to actions defined on paths of differential forms. The introduction of a gauge, allows for a reformulation of the notion of quasiconvexity in [3], from the static to the dynamic case. These gauges drastically simplify our analysis. Any nonnegative coercive Borel cost function admits a quasiconvex envelope for which a representation formula is provided. The action induced by the envelope, not only have the same infimum as the original action, but has the virtue to admit minimizers. This completes our relaxation theory program.


## 1. Introduction

The notion of quasiconvexity, the very essence of the theory of direct methods of the calculus of variations developed by Morrey [21], has played an important role in nonlinear elasticity theory [2] and is central in pde's [14] and the calculus of variations [10] [21]. It is the right notion to guarantee existence of minimizers for actions on Sobolev spaces. The main goal of this manuscript is to show that a class of actions appearing in the study of dynamical differential forms, can be recast into a class of functionals to which Morrey direct methods of the calculus of variations [21] is applicable. The introduction of gauge differential forms, allows to convert pairs of dynamical differential forms on $\mathbb{R}^{n}$ into static exact forms on $\mathbb{R}^{n+1}$. While the former paths of form are subjected to tangential conditions on a $n$-dimensional space, the latter static form is shown to be subjected to a Dirichlet type boundary condition on the $(n+1)$-dimensional space. As a consequence, relying on prior studies, we initiate and drastically simplify the extension of a relaxation theory to our context.

Let $k \in\{1, \cdots, n\}$ and let $\Lambda^{k}\left(\mathbb{R}^{n}\right)$ denote the set of $k$-covectors of $\mathbb{R}^{n}$. This manuscript studies actions defined on paths of differential forms on an open bounded smooth contractible set $\Omega \subset \mathbb{R}^{n}$. Any smooth flow map $\Phi: C^{\infty}([0,1] \times \bar{\Omega} ; \bar{\Omega})$ such that $\Phi(t, \cdot)$ is a diffeomorphism of $\bar{\Omega}$ onto $\bar{\Omega}$ and any exact $k$-form $f_{0} \in C^{\infty}\left(\bar{\Omega} ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right)$ yields a path

$$
\begin{equation*}
t \mapsto f(t, \cdot)=\Phi(t, \cdot)_{\#} f_{0} \tag{1.1}
\end{equation*}
$$

of exact $k$-forms on $\bar{\Omega}$. The path is driven by the velocity $\mathbf{v}$, which, in "Eulerian coordinates", is uniquely determined by the identity

$$
\partial_{t} \Phi(t, \cdot)=\mathbf{v}(t, \cdot) \circ \Phi(t, \cdot) .
$$

In "Eulerian coordinates", the transport equation in (1.1) reads off

$$
\begin{equation*}
\partial_{t} f+\mathcal{L}_{\mathbf{v}} f=0, \tag{1.2}
\end{equation*}
$$

where $\mathcal{L}$ is the Lie derivative acting on the set of vector fields. Let $d_{x}$ denote the exterior derivative on the set of differential forms on $\Omega$ and $\delta_{x}$ denote the adjoint (or co-differential) of $d_{x}$. Since $f(t, \cdot)$ is a closed form, we use Cartan formula to infer the existence of a path $t \mapsto g(t, \cdot)$ of $(k-1)$-forms such that

$$
\begin{equation*}
\mathcal{L}_{\mathbf{v}} f \underset{1}{=} d_{x} g \tag{1.3}
\end{equation*}
$$

When $k=2$ and $n=2 m$ is even, for given exact forms $f_{0}, f_{1} \in C^{\infty}\left(\bar{\Omega}, \Lambda^{2}\left(\mathbb{R}^{2 m}\right)\right)$ the prototype action we are interested in is

$$
\mathcal{E}(f, \mathbf{v})=\int_{(0,1) \times \Omega} \frac{1}{2} f^{m}|\mathbf{v}|^{2} d t
$$

It represents the total kinetic energy of a physical system over the whole period of time. We may interpret $\mathbf{v}$ as the velocity of a system of particles whose density is given by the volume form $\varrho=f^{m}$. By (1.3) the continuity equation holds, namely

$$
\partial_{t} \varrho+\nabla_{x} \cdot(\varrho \mathbf{v})=0 .
$$

The variational problem of interest is then

$$
\begin{equation*}
\inf _{(f, \mathbf{v})}\left\{\mathcal{E}(f, \mathbf{v}): \partial_{t} f+\mathcal{L}_{\mathbf{v}} f=0, \quad f(0, \cdot)=f_{0}, f(1, \cdot)=f_{1}\right\} \tag{1.4}
\end{equation*}
$$

Here ( $f, \mathbf{v}$ ) satisfy some tangential boundary conditions, which will later be specified.
One cannot hope to turn the problem in (1.4) into a convex minimization problem unless $m=1$. Our strategy is to introduce a gauge which turns (1.4) into a polyconvex minimization problem, so that in the new formulation, the action $\mathcal{E}$ is lower semicontinuous (cf. Subsection 3.6).

For general $k$ and $n$, we start with a non negative Borel cost function

$$
c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow[0,+\infty],
$$

which is locally bounded on its effective domain. The action induced by the cost $c$ is

$$
\begin{equation*}
\mathcal{A}(f, g)=\int_{(0,1) \times \Omega} c(f, g) d t d x \tag{1.5}
\end{equation*}
$$

We sometimes impose a coercivity condition on $c$ : there are $s>1, b_{1}>0$, and $a_{1} \in \mathbb{R}$ such that

$$
\begin{equation*}
c(\lambda, \mu) \geq b_{1}|(\lambda, \mu)|^{s}+a_{1} \tag{1.6}
\end{equation*}
$$

for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$. While the purpose of prior studies [11] [12] [13] was to characterize the paths minimizing the action in (1.5) when $c$ is convex, in the current manuscript, we refrain from imposing such a convexity condition. We rather seek the most general conditions, which would ensure that our actions are lower semicontinuous, for a topology which allow for a theory for existence of minimizers. The use of a gauge turns out to be instrumental in linking the right notion of quasiconvexity on $c$ to the classical one, thereby inferring that $\mathcal{A}$ is lower semicontinuous (for a topology to be specified).

In order to better convey the approach we develop in the current manuscript, we start by first highlighting the parallel between some of what we do and the well-known use of gauge in electromagnetism.

Model example step 1: $\operatorname{turn} \mathcal{A}(f, g)$ into $\int C(\nabla u) d t d x$, the setting of Morrey [21].
Suppose for a moment that $(k, n)=(2,3)$. Let us consider paths of vector fields

$$
E, B:(0,1) \times \Omega \rightarrow \mathbb{R}^{3}
$$

such that $E$ represents an electric field and $B$ represents a magnetic field. Gauss law for magnetism and the Maxwell-Faraday induction equations are

$$
\begin{equation*}
\nabla_{x} \cdot B=0 \quad \text { and } \quad \partial_{t} B+\nabla_{x} \times E=0 \tag{1.7}
\end{equation*}
$$

The ideal Ohm's law in ideal magnetohydrodynamics links the velocity $\mathbf{v}$ of the system and the electromagnetic field through the relation

$$
\begin{equation*}
E=-\mathbf{v} \times B \tag{1.8}
\end{equation*}
$$

The path of vector fields $E$ is used to obtain a path of 1 -differential form $g$ on $\Omega$ while the path of vector fields $B$ yields a path of 2 -differential form $f$ on $\Omega$. These differential forms are

$$
f=B_{1} d x^{2} \wedge d x^{3}+B_{2} d x^{3} \wedge d x^{1}+B_{3} d x^{1} \wedge d x^{2} \quad \text { and } \quad g=E_{1} d x^{1}+E_{2} d x^{2}+E_{3} d x^{3}
$$

We use the pair of dynamic path $t \mapsto(f(t, \cdot), g(t, \cdot))$, defined on $\Omega$ a $3 d$-space, to introduce a new static 2 -form $h$ on $(0,1) \times \Omega$, a higher dimensional set. It is defined as

$$
h=B_{1} d x^{2} \wedge d x^{3}+B_{2} d x^{3} \wedge d x^{1}+B_{3} d x^{1} \wedge d x^{2}-d t \wedge\left(E_{1} d x^{1}+E_{2} d x^{2}+E_{3} d x^{3}\right)
$$

The equations in (1.7) are respectively equivalent to

$$
\begin{equation*}
d_{x} f=0 \quad \text { and } \quad \partial_{t} f+d_{x} g=0 \tag{1.9}
\end{equation*}
$$

while (1.8) means

$$
\left.g=\left(\mathbf{v}_{1} d x^{1}+\mathbf{v}_{2} d x^{2}+\mathbf{v}_{3} d x^{3}\right)\right\lrcorner f
$$

where $\lrcorner$ denotes the interior product on the set of differential forms. Since $\Omega$ is a contractible set, by the first system of equations in (1.9), $t \mapsto f(t, \cdot)$ is a path of exact forms. The second system of equations there is equivalent to (1.2)-(1.3). Let $d$ denote the exterior derivative on the set of forms on $(0,1) \times \Omega$ and let $\delta$ denote the adjoint of $d$. One verifies that (1.9) is equivalent to

$$
\begin{equation*}
d h=0 . \tag{1.10}
\end{equation*}
$$

Hence, there exists a 1 -form on $(0,1) \times \Omega$, which we denote as

$$
\omega=-\varphi d t+A_{1} d x^{1}+A_{2} d x^{2}+A_{3} d x^{3},
$$

such that $d \omega=h$. This latter identity reads off

$$
\begin{equation*}
B=\nabla_{x} \times A \quad \text { and } \quad E=-\nabla_{x} \varphi-\partial_{t} A \tag{1.11}
\end{equation*}
$$

In the physics literature, $A$ is the so-called magnetic vector potential, $\varphi$ is the so-called electric scalar potential and the pair $(\varphi, A)$ is referred to as a gauge. The action

$$
\mathcal{A}_{\text {gauge }}(B, E)=\int_{(0,1) \times \Omega} c_{\text {gauge }}(B(t, x), E(t, x)) d t d x
$$

in terms of the gauge $u=(\varphi, A)$ can be written, for a cost function $C$, as

$$
\mathcal{A}_{*}(u)=\int_{(0,1) \times \Omega} C(\nabla u) d t d x=\int_{(0,1) \times \Omega} c_{\text {gauge }}\left(\nabla_{x} \times A,-\nabla_{x} \varphi-\partial_{t} A\right) d t d x
$$

The functional $\mathcal{A}_{*}$ is in a form where Morrey's theory [21], linking quasiconvexity to lower semicontinuity, is applicable. However, there is still a missing piece of information due to the fact that in spite of (1.6), there is no choice of $C: \mathbb{R}^{4 \times 4} \rightarrow(-\infty,+\infty]$ and no choice of $\bar{b}_{1}>0$ and $\bar{a}_{1} \in \mathbb{R}$ such that

$$
C(U) \geq \bar{b}_{1}+\bar{a}_{1}|U|^{s} .
$$

In conclusion neither the sublevel sets of $\left\{\mathcal{A}_{*} \leq z\right\}$ nor those of $\left\{\mathcal{A}_{\text {gauge }} \leq z\right\}$ are expected to be pre-compact for the weak $W^{1, s}$-topology.

Model example step 2: remedies to make $\left\{\mathcal{A}_{\text {gauge }} \leq z\right\}$ pre-compact.
Note that for any real valued function (gauge function) $\psi$ on $(0,1) \times \Omega$, we have $d(\omega+d \psi)=$ $d \omega$. This shows that $\omega$ is far from being uniquely determined by the identity $d \omega=h$. Equivalently, in terms of the electromagnetic fields, the latter identity amounts to assert that

$$
B=\nabla_{x} \times\left(A+\nabla_{x} \psi\right) \quad \text { and } \quad E=-\nabla_{x}\left(\varphi-\partial_{t} \psi\right)-\partial_{t}\left(A+\nabla_{x} \psi,\right)
$$

and so

$$
\mathcal{A}_{\text {gauge }}\left(A+\nabla_{x} \psi, \varphi-\partial_{t} \psi\right)=\mathcal{A}_{\text {gauge }}(A, \varphi) .
$$

The action $\mathcal{A}_{\text {gauge }}$ then describes physical systems with redundant degrees of freedom, which we turn into our advantage by using the potential $\psi$ as a mere mathematical device which can help gain stronger compactness properties. More precisely, we adjust $\psi$ so that $\delta(\omega+\psi)=0$, where we recall that $\delta$ is the adjoint of the operator $d$. This amount to assuming, without loss of generality, that we may choose $(A, \varphi)$ to satisfy

$$
\begin{equation*}
\partial_{t} \varphi+\nabla \cdot A=0 \tag{1.12}
\end{equation*}
$$

The choice of gauge in (1.12) is the so-called Lorenz gauge. A task fulfilled in the current manuscript has been to show that in addition to the requirement (1.12), we may choose $(A, \varphi)$ with appropriate boundary conditions such that Gaffney inequality holds. Let us first recall the classical Gaffney inequality and then write it in our context. The classical inequality states that there exists a constant $C=C(\Omega, k)>0$ such that

$$
\|\nabla \omega\|_{L^{2}}^{2} \leq C\left(\|d \omega\|_{L^{2}}^{2}+\|\delta \omega\|_{L^{2}}^{2}+\|\omega\|_{L^{2}}^{2}\right)
$$

for every $\omega \in W_{T}^{1,2}\left(\Omega ; \Lambda^{k}\right) \cup W_{N}^{1,2}\left(\Omega ; \Lambda^{k}\right)$ (the $T$, respectively the $N$, stands for $\nu \wedge \omega=0$ on $\partial \Omega$, respectively, $\nu\lrcorner \omega=0$ on $\partial \Omega$ ). Here Gaffney inequality takes the following form: there exists a constant $a>0$ such that under the above appropriate boundary conditions on $(A, \varphi)$, we have

$$
a\left(\|\varphi\|_{W^{1, s}}^{s}+\|A\|_{W^{1, s}}^{s}\right) \leq\left\|\partial_{t} \varphi+\nabla_{x} \cdot A\right\|_{L^{s}}^{s}+\left\|\nabla_{x} \times A\right\|_{L^{s}}^{s}+\left\|\nabla_{x} \varphi-\partial_{t} A\right\|_{L^{s}}^{s}
$$

Thus, if we further use (1.12) then

$$
\begin{equation*}
a\left(\|\varphi\|_{W^{1, s}}^{s}+\|A\|_{W^{1, s}}^{s}\right) \leq\left\|\nabla_{x} \times A\right\|_{L^{s}}^{s}+\left\|\nabla_{x} \varphi-\partial_{t} A\right\|_{L^{s}}^{s} . \tag{1.13}
\end{equation*}
$$

This, together with (1.6) shows that for any $z \in \mathbb{R}$, the sublevel set

$$
\left\{(A, \varphi) \mid \mathcal{A}_{\text {gauge }}(A, \varphi) \leq z \text { and (1.12) holds }\right\}
$$

is precompact for the weak $W^{1, s}$ topology.

## Back to the general setting.

In the remainder of the introduction, we assume that $f_{0}, f_{1} \in L^{s}\left(\Omega ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right)$ are closed forms and since $\Omega$ is contractible there exist $F_{0}, F_{1} \in W^{1, s}\left(\Omega ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right)$ such that $d F_{0}=f_{0}$ and $d F_{1}=f_{1}$. Set

$$
\widetilde{\omega}(t, x)=(1-t) F_{0}(x)+t F_{1}(x) .
$$

In order to ease the study of the first part of the manuscript, we first replace $(0,1) \times \Omega$ by a bounded open smooth contractible set $O \subset \mathbb{R}^{n+1}$. This can be achieved for instance by smoothing out the cylinder $(0,1) \times \Omega \subset \mathbb{R}^{n+1}$. Then in Subsections 2.4 and 3.5 , we return to the study of differential forms on the cylinder $(0,1) \times \Omega \subset \mathbb{R}^{n+1}$. Given $s \in(1, \infty)$, we study actions on the set $\mathcal{P}^{s}(\widetilde{\omega})$ which consists of pairs $(f, g)$ such that $f-d x^{0} \wedge g$ is a closed form on $O$,

$$
f \in L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right) \quad \text { and } \quad g \in L^{s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right)
$$

$f-d x^{0} \wedge g-d \widetilde{\omega}$ is parallel to the boundary of $O$ (see Definition 2.1) A first goal is to completely characterize the class of cost functions for which $\mathcal{A}$ is lower semicontinuous for an appropriate topology on $\mathcal{P}^{s}(\widetilde{\omega})$. To achieve this goal, we propose a concept of quasiconvexity in Definition 3.1. We then identify an operator $Q:$ it associates to $c$, the largest quasiconvex function smaller than $c$, which we denote as $Q[c]$. We refer to $Q[c]$ as the quasiconvex envelope of $c$.

Our definition of quasiconvexity is an appropriate variant of the classical one, which Morrey introduced decades ago in the calculus of variations (cf. e.g. [10]); for an intimately related definition we also refer the reader to [3]; for functionals involving several closed differential forms we refer the reader to [23] and [24]. When $k=1$ or $k=n$ quasiconvexity reduces to ordinary convexity, but, in general and particularly in the case $k=2$, quasiconvexity is strictly weaker than convexity (see Theorem 3.8). Note that if $k=1$ or $k=n$, then $Q[c]=c^{* *}$ the
convex envelope of $c$; in general (and particularly when $k=2$ ) $Q[c] \geq c^{* *}$, but it usually happens that $Q[c] \not \equiv c^{* *}$.

Under (1.6), Corollary 3.11 establishes existence of minimizers of

$$
(Q P) \quad \inf \left\{\int_{O} Q[c](f(t, x), g(t, x)) d t d x:(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})\right\} .
$$

We show that the infimum in $(Q P)$ coincides with the infimum

$$
(P) \quad \inf \left\{\int_{O} c(f(t, x), g(t, x)) d t d x:(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})\right\}
$$

(cf. Theorem 4.5), while no extra conditions are imposed on $c(\lambda, \mu)$ beyond the fact that it grows as $|(\lambda, \mu)|^{s}$ for large values of $|(\lambda, \mu)|^{s}$. The infima in $(P)$ and $(Q P)$ being the same, is the basis of our assertion that $(Q P)$ is a relaxation of $(P)$.

Let us mention that when $k=n$, so that $f$ is a volume form, and $c$ is convex, problem $(P)$ falls into the category of the so-called mass transportation problem and has received considerable attention (cf. e.g. [1] [5] [15] [17] [18] [19] [20]). However, while the issues addressed in these works are rather comparable to those addressed in [11] [12] [13] they do not fall into the scope of our current study. Indeed the present approach allows to extend the above analysis into two directions. First we can deal with quasiconvex and polyconvex functions (cf. Subsection 3.6). We also develop the relaxation setting in order to handle non-quasiconvex integrands.

We close this introduction by drawing the attention of the reader to related works on $A$-quasiconvexity, see [9] and [16].

## 2. Statement of the variational problem

In the present section $O \subset \mathbb{R}^{n+1} \simeq \mathbb{R} \times \mathbb{R}^{n}$ is a bounded open contractible set with smooth boundary and $\nu$ denotes the outward unit normal to $\partial O$. The variables in $O$ are denoted $(t, x) \in$ $\mathbb{R} \times \mathbb{R}^{n}$. Throughout the manuscript we let $1 \leq k \leq n$ be an integer and $s \in(1, \infty)$. As customary done $\Lambda^{l}\left(\mathbb{R}^{n}\right)$ is the null set when either $l$ is negative or $l$ is strictly larger than $n$.

### 2.1. Notations, assumptions and main variational problem. Let

$$
\begin{equation*}
f \in L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right) \quad \text { and } \quad g \in L^{s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right) \tag{2.1}
\end{equation*}
$$

We denote as $f^{\#}=f(t, \cdot)^{\#}$ the pullback of $f(t, \cdot)$ under the natural projection from $\mathbb{R} \times \mathbb{R}^{n}$ to $\mathbb{R}^{n}$. We similarly defined $g^{\#}$ to obtain on $O$ the differential form of degree $k, h:=f^{\#}-d t \wedge g^{\#}$. In the sequel, by abuse of notation we write

$$
f-d t \wedge g:=f^{\#}-d t \wedge g^{\#}
$$

Definition 2.1. Let $\widetilde{\omega} \in W^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$. We say that $(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})$ if $(f, g)$ satisfies (2.1) and, setting $h=f-d t \wedge g \in L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right)$,

$$
\begin{equation*}
d h=0 \text { in } O \quad \text { and } \quad \nu \wedge h=\nu \wedge d \widetilde{\omega} \text { on } \partial O . \tag{2.2}
\end{equation*}
$$

Remark 2.2. (i) Note that $d h=d_{x} f+d t \wedge\left(\partial_{t} f+d_{x} g\right)$ and thus $d h=0$ means that

$$
d_{x} f=0 \in \Lambda^{k+1}\left(\mathbb{R}^{n}\right) \quad \text { and } \quad \partial_{t} f+d_{x} g=0 \in \Lambda^{k}\left(\mathbb{R}^{n}\right)
$$

(ii) The above conditions on $h$ have to be understood in the weak sense, namely

$$
\int_{O}\langle h ; \delta \varphi\rangle=\int_{\partial O}\langle\nu \wedge d \widetilde{\omega} ; \varphi\rangle \quad \forall \varphi \in C^{1}\left(\bar{O} ; \Lambda^{k+1}\left(\mathbb{R}^{n+1}\right)\right) .
$$

Problem 2.3 (Main problem). Let $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow(-\infty, \infty]$ be Borel measurable and locally bounded on its effective domain. The main problem we consider is

$$
(P) \quad \inf \left\{\int_{O} c(f, g):(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})\right\}
$$

We are interested on conditions on the cost function $c$ which ensure $(P)$ has a minimizer. More importantly, we are interested in identifying a relaxation problem for $(P)$ which will be denote as $(Q P)$.
2.2. Projection of differential forms. Decomposition of exterior forms via projection operators. Let $\left\{e_{1}, \cdots, e_{n}\right\}$ be the standard orthonormal basis of $\mathbb{R}^{n}$ and let $\left\{\bar{e}_{0}, \bar{e}_{1}, \cdots, \bar{e}_{n}\right\}$ be the standard orthonormal basis of $\mathbb{R}^{n+1}$ such that the last $n$ entries of $\bar{e}_{0}$ are null while the first one equal 1 . For $1 \leq i \leq n$, we denote the dual vector to $e_{i}$ in $\Lambda^{1}\left(\mathbb{R}^{n}\right)$ as $d x^{i}$ and identify it with the dual vectors to $\bar{e}_{i}$ in $\Lambda^{1}\left(\mathbb{R}^{n+1}\right)$. We write

$$
x_{0}=t \in \mathbb{R} \quad \text { and } \quad d x^{0}=d t
$$

Given $\xi \in \Lambda^{l}\left(\mathbb{R}^{n+1}\right), 0 \leq l \leq n$,

$$
\xi=\sum_{0 \leq i_{1}<\cdots<i_{l} \leq n} \xi_{i_{1} \cdots i_{l}} d x^{i_{1}} \wedge \cdots \wedge d x^{i_{l}}
$$

we define the projections $\left(\xi^{x}, \xi^{0}\right) \in \Lambda^{l}\left(\mathbb{R}^{n}\right) \times \Lambda^{l-1}\left(\mathbb{R}^{n}\right)$ as

$$
\begin{aligned}
& \xi^{x}=\pi_{x}(\xi) \\
&=\sum_{1 \leq i_{1}<\cdots<i_{l} \leq n} \xi_{i_{1} \cdots i_{l}} d x^{i_{1}} \wedge \cdots \wedge d x^{i_{l}} \\
& \xi^{0}=\pi_{0}(\xi)=\sum_{1 \leq i_{2}<\cdots<i_{l} \leq n} \xi_{0 i_{2} \cdots i_{l}} d x^{i_{2}} \wedge \cdots \wedge d x^{i_{l}}
\end{aligned}
$$

so that

$$
\begin{equation*}
\xi=\xi^{x}+d x^{0} \wedge \xi^{0} \tag{2.3}
\end{equation*}
$$

When $l=0$, we set $\pi_{x}(\xi)=\xi$ and $\pi_{0}(\xi)=0$. When $l \geq 1$ we write

$$
\xi_{i_{1} \cdots i_{l}}^{x}=\xi_{i_{1} \cdots i_{l}} \quad \text { and } \quad \xi_{i_{2} \cdots i_{l}}^{0}=\xi_{0 i_{2} \cdots i_{l}}
$$

The map $\pi_{x} \times\left(-\pi_{0}\right)$ is a bijection of $\Lambda^{l}\left(\mathbb{R}^{n+1}\right)$ onto $\Lambda^{l}\left(\mathbb{R}^{n}\right) \times \Lambda^{l-1}\left(\mathbb{R}^{n}\right)$ and so, $c$ can be expressed as a function defined on the former set. We define

$$
c_{\text {gauge }}: \Lambda^{l}\left(\mathbb{R}^{n+1}\right) \rightarrow(-\infty,+\infty]
$$

as

$$
\begin{equation*}
c_{\text {gauge }}(\xi)=c\left(\pi_{x}(\xi),-\pi_{0}(\xi)\right) \tag{2.4}
\end{equation*}
$$

From the above definitions, it is straightforward to obtain the following lemma.
Lemma 2.4. Let $1 \leq l, m \leq n$ be integers, $\xi \in \Lambda^{l}\left(\mathbb{R}^{n+1}\right)$ and $\eta \in \Lambda^{m}\left(\mathbb{R}^{n+1}\right)$. Then

$$
\pi_{x}(\xi \wedge \eta)=\pi_{x}(\xi) \wedge \pi_{x}(\eta) \quad \text { and } \quad \pi_{0}(\xi \wedge \eta)=(-1)^{l} \pi_{x}(\xi) \wedge \pi_{0}(\eta)+\pi_{0}(\xi) \wedge \pi_{x}(\eta)
$$

Let $r \geq 2$ be an integer, $\xi \in \Lambda^{l}\left(\mathbb{R}^{n+1}\right)$ and let

$$
\xi^{r}=\underbrace{\xi \wedge \cdots \wedge \xi}_{r \text { times }}
$$

(so that $\xi^{r}=0$ if $l$ is odd or if $r \cdot l>n+1$ ). Then (inductively)

$$
\pi_{x}\left(\xi^{r}\right)=\left[\pi_{x}(\xi)\right]^{r} \quad \text { and } \quad \pi_{0}\left(\xi^{r}\right)=\left\{\begin{array}{cl}
r\left[\pi_{x}(\xi)\right]^{r-1} \wedge \pi_{0}(\xi) & \text { if } l \text { is even } \\
0 & \text { if } l \text { is odd }
\end{array}\right.
$$

In particular if $l$ is even and $r \cdot l=n+1$, then $\pi_{x}\left(\xi^{r}\right)=0$ (but, in general, $\left.\pi_{0}\left(\xi^{r}\right) \neq 0\right)$.
Decomposition of differential forms. If $\omega \in W^{1, s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right)$, then direct computations reveal that

$$
\begin{equation*}
d \omega=d_{x} F+d x^{0} \wedge\left(\partial_{t} F-d_{x} G\right) \in \Lambda^{k+1} \quad \text { and } \quad \delta \omega=\left(\partial_{t} G+\delta_{x} F\right)-d x^{0} \wedge \delta_{x} G \in \Lambda^{k-1} \tag{2.5}
\end{equation*}
$$

or equivalently in terms of the projections and differential operators

$$
\begin{gather*}
\pi_{x} \circ d=d_{x} \circ \pi_{x} \quad \text { and } \quad \pi_{0} \circ d=\partial_{t} \circ \pi_{x}-d_{x} \circ \pi_{0}  \tag{2.6}\\
\pi_{x} \circ \delta=\partial_{t} \circ \pi_{0}+\delta_{x} \circ \pi_{x} \quad \text { and } \quad \pi_{0} \circ \delta=-\delta_{x} \circ \pi_{0} . \tag{2.7}
\end{gather*}
$$

2.3. The gauge formulation. Intimately related to the previous problem is a new one which uses a kind of gauge.

Problem 2.5 (Gauge formulation). Let $O, c_{\text {gauge }}$ and $\widetilde{\omega}$ as above. The gauge problem is then defined as

$$
\left(P_{\text {gauge }}\right) \quad \inf _{\omega}\left\{\int_{O} c_{\text {gauge }}(d \omega): \omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})\right\}
$$

where

$$
\begin{equation*}
\mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})=\widetilde{\omega}+W_{0}^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right) . \tag{2.8}
\end{equation*}
$$

Remark 2.6. In the case $k=1$ (i.e. $\omega$ is a function), we have

$$
c_{\text {gauge }}(d \omega)=c_{\text {gauge }}(\nabla \omega)=c\left(\pi_{x}(\nabla \omega),-\pi_{0}(\nabla \omega)\right)=c\left(\nabla_{x} \omega,-\partial_{t} \omega\right) .
$$

The following proposition shows the equivalence between $(P)$ and ( $P_{\text {gauge }}$ ).
Proposition 2.7. Under the above hypotheses

$$
\inf (P)=\inf \left(P_{\text {gauge }}\right)
$$

More precisely, if $\omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})$, then

$$
(f, g)=\left(\pi_{x},-\pi_{0}\right)(d \omega) \in \mathcal{P}^{s}(\widetilde{\omega}) .
$$

Conversely, given $(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})$, there exists $\omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})$ such that

$$
(f, g)=\left(\pi_{x},-\pi_{0}\right)(d \omega)
$$

Proof Step 1. Let $\omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})$, write the decomposition $\omega=\pi_{x}(\omega)+d x^{0} \wedge \pi_{0}(\omega)=$ $F+d x^{0} \wedge G$ and then set

$$
f=\pi_{x}(d \omega), \quad g=-\pi_{0}(d \omega) \quad \text { and } \quad h=f-d x^{0} \wedge g .
$$

It follows from (2.6) that

$$
f=d_{x} F \in L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right) \quad \text { and } \quad g=-\partial_{t} F+d_{x} G \in L^{s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right)
$$

Observe that

$$
d h=d_{x} f+d x^{0} \wedge\left(\partial_{t} f+d_{x} g\right)=0
$$

Since $d \omega=h$ in $O$ and $\omega=\widetilde{\omega}$ on $\partial O$, we have

$$
\nu \wedge d \widetilde{\omega}=\nu \wedge h \quad \text { on } \partial O
$$

and thus $(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})$.
Step 2. Conversely, let $(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})$ and recall that

$$
h=f-d x^{0} \wedge g \in L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right)
$$

Since

$$
d h=0 \text { in } O \quad \text { and } \quad \nu \wedge h=\nu \wedge d \widetilde{\omega} \text { on } \partial O,
$$

we can find (cf. Theorem 5.3) $\omega \in W^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$ such that

$$
\begin{cases}d \omega=h & \text { in } O \\ \omega=\widetilde{\omega} & \text { on } \partial O .\end{cases}
$$

Thus, $\omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})$.
Remark 2.8. Let $O$ and $\tilde{\omega}$ be as above. In the proof of Proposition 2.7, the heart of the matter was to know that for any $h \in L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right)$ satisfying (2.2), we could find $\omega \in \tilde{\omega} \in$ $W^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$ such that $d \omega=h$. We would like to draw the attention of the reader to the fact that if $O$ was only assumed to be a connected bounded open smooth set (not necessarily contractible), an additional condition would have to be imposed on $h$ to obtain the existence of such a $\omega$. Mainly, we would need to impose the additional requirement that

$$
\int_{O}\langle h ; \chi\rangle=\int_{\partial O}\langle\nu \wedge \widetilde{\omega} ; \chi\rangle \quad \forall \chi \in \mathcal{H}_{T}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right) .
$$

Here $\mathcal{H}_{T}$ is the set of harmonic forms with vanishing tangential component (see [6], for details).
2.4. The case of the cylinder. In the above Proposition 2.7, the smoothness of the domain $O \subset \mathbb{R}^{n+1}$ made it easier to reach our conclusions. We now show how, by reinforcing a little the hypotheses, we can handle the case of the cylinder $O=(0,1) \times \Omega \subset \mathbb{R}^{n+1}$. Let $\Omega \subset \mathbb{R}^{n}$ be an open bounded smooth convex set. We assume, without loss of generality, that $0 \in \Omega$ and so, there is a 1 -homogeneous convex function $\varrho_{\Omega}: \mathbb{R}^{n} \mapsto[0, \infty)$ smooth except at the origin such that

$$
\Omega=\left\{\varrho_{\Omega}<1\right\} \quad \text { and } \quad \partial \Omega=\left\{\varrho_{\Omega}=1\right\} .
$$

For $\delta \in(0,1 / 2)$, we set

$$
\Omega_{\delta}=\left\{\varrho_{\Omega}<1-\delta\right\} \quad \text { and } \quad \partial \Omega_{\delta}=\left\{\varrho_{\Omega}=1-\delta\right\} .
$$

We let $O=(0,1) \times \Omega, \nu$ and $\nu_{x}$ denote, respectively, the outward unit normal to $\partial O$ and $\partial \Omega$. We also let $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ be Borel measurable and locally bounded. We further assume that there are $a_{1}, a_{2} \in \mathbb{R}$ and $b_{1}, b_{2}>0$ such that

$$
\begin{equation*}
a_{1}+b_{1}|(\lambda, \mu)|^{s} \leq c(\lambda, \mu) \leq a_{2}+b_{2}|(\lambda, \mu)|^{s}, \quad \forall(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \tag{2.9}
\end{equation*}
$$

Definition 2.9. Let $f_{0}$, $f_{1} \in L^{s}\left(\Omega ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right)$ and $\delta \in(0,1 / 2)$ be such that

$$
\begin{equation*}
\operatorname{supp}\left(f_{0}\right) \cup \operatorname{supp}\left(f_{1}\right) \subset \Omega_{\delta} \tag{2.10}
\end{equation*}
$$

and $d_{x} f_{0}=d_{x} f_{1}=0$ in $\Omega$. This last condition, coupled with (2.10), means that

$$
\int_{\Omega}\left\langle f_{1} ; \delta \phi\right\rangle=\int_{\Omega}\left\langle f_{0} ; \delta \phi\right\rangle=0, \quad \forall \phi \in C^{1}\left(\bar{\Omega} ; \Lambda^{k+1}\right) .
$$

Remark 2.10. In view of the above properties of $f_{0}$ and $f_{1}$, we can find $\bar{F}_{i} \in W^{1, s}\left(\Omega_{\delta}, \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right)$, $i=0,1$, such that

$$
\left\{\begin{aligned}
d \bar{F}_{i} & =f_{i} & & \text { in } \Omega_{\delta} \\
\bar{F}_{i} & =0 & & \text { on } \partial \Omega_{\delta} .
\end{aligned}\right.
$$

Setting

$$
F_{i}(x):=\left\{\begin{array}{cl}
\bar{F}_{i}(x) & \text { if } x \in \Omega_{\delta} \\
0 & \text { if } x \in \Omega \backslash \Omega_{\delta}
\end{array}\right.
$$

and defining

$$
\widetilde{\omega}(t, x)=(1-t) F_{0}(x)+t F_{1}(x), \quad \forall(t, x) \in O,
$$

$$
\begin{equation*}
\widetilde{\omega} \equiv 0, \quad d \widetilde{\omega} \equiv 0 \quad \text { on } \quad[0,1] \times\left(\Omega \backslash \Omega_{\delta}\right) \tag{2.11}
\end{equation*}
$$

Definition 2.11. Let $f_{0}$, $f_{1}$ be as in Definition 2.9 and let

$$
f \in L^{s}\left((0,1) ; L^{s}\left(\Omega ; \Lambda^{k}\left(\mathbb{R}^{n}\right)\right)\right) \quad \text { and } \quad g \in L^{s}\left((0,1) ; L^{s}\left(\Omega ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right)\right) .
$$

satisfy the following properties.
(i) $\partial_{t} f+d_{x} g=0$ in $O, \nu_{x} \wedge g=0$ on $\partial \Omega$ for every $t \in[0,1], f(0, \cdot)=f_{0}$ and $f(1, \cdot)=f_{1}$, meaning that

$$
\int_{\Omega}\left(\left\langle f_{1} ; \varphi(1, \cdot)\right\rangle-\left\langle f_{0} ; \varphi(0, \cdot)\right\rangle\right) d x=\int_{O}\left(\left\langle f ; \partial_{t} \varphi\right\rangle+\left\langle g ; \delta_{x} \varphi\right\rangle\right) d t d x, \quad \forall \varphi \in C^{1}\left(\bar{O} ; \Lambda^{k}\right) .
$$

(ii) $d_{x} f=0$ in $\Omega$ and $\nu_{x} \wedge f=\nu_{x} \wedge f_{0}=\nu_{x} \wedge f_{1}=0$ on $\partial \Omega$ for every $t \in[0,1]$, meaning that

$$
\int_{\Omega}\langle f ; \delta \phi\rangle=\int_{\Omega}\left\langle f_{0} ; \delta \phi\right\rangle=\int_{\Omega}\left\langle f_{1} ; \delta \phi\right\rangle, \quad \forall \phi \in C^{1}\left(\bar{\Omega} ; \Lambda^{k+1}\right) \quad \forall t \in[0,1]
$$

Remark 2.12. If $(f, g)$ are as in Definition 2.11, then $t \mapsto \int_{\Omega}\langle f(t, \cdot) ; \phi\rangle d x$ is continuous on $[0,1]$ for any $\phi \in C_{0}^{1}\left(\Omega ; \Lambda^{k}\right)$. Consequently, we may modify $f$ on a set of null measure and tacitly assume that $f(t, \cdot)$ is well-defined for every $t \in[0,1]$. With this in mind (ii) of Definition 2.11 is well defined

Notation 2.13. Let $\mathcal{P}^{s}\left(f_{0}, f_{1}\right)$ be the set of $(f, g)$ satisfying the assumptions in Definition 2.11.
(i) Recall $O=(0,1) \times \Omega$. Using $\widetilde{\omega}$ as in Remark 2.10, $\mathcal{P}^{s}\left(f_{0}, f_{1}\right)$ can be identified with $\mathcal{P}^{s}(\widetilde{\omega})$. We prefer using the notation $\mathcal{P}^{s}\left(f_{0}, f_{1}\right)$ rather than $\mathcal{P}^{s}(\widetilde{\omega})$.
(ii) We continue to denote $c_{\text {gauge }}$ as in (2.4) and $\mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})$ as in (2.8).

We now extend Proposition 2.7 to the case of the cylinder $O=(0,1) \times \Omega$.
Theorem 2.14. Assume c satisfies (2.9) and $\left(f_{0}, f_{1}\right)$ is as in Definition 2.9. Let

$$
(P) \quad \inf \left\{\int_{O} c(f, g) d t d x:(f, g) \in \mathcal{P}^{s}\left(f_{0}, f_{1}\right)\right\}
$$

and recall

$$
\left(P_{\text {gauge }}\right) \quad \inf \left\{\int_{O} c_{\text {gauge }}(d \omega) d t d x: \omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})\right\} .
$$

Then

$$
\inf (P)=\inf \left(P_{\text {gauge }}\right)
$$

Proof Because there is an imbedding of $\mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})$ into $\mathcal{P}^{s}\left(f_{0}, f_{1}\right)$, we have that

$$
\inf (P) \leq \inf \left(P_{\text {gauge }}\right)
$$

and so, it remains to prove the reverse inequality. It suffices to show that for every $\epsilon_{0}>0$ we have

$$
\inf \left(P_{\text {gauge }}\right) \leq \inf (P)+\epsilon_{0} .
$$

This will be proved in six steps. Fix $\epsilon_{0}>0$ and choose $(f, g) \in \mathcal{P}^{s}\left(f_{0}, f_{1}\right)$ such that

$$
\begin{equation*}
\int_{O} c(f, g) d t d x<\epsilon_{0}+\inf (P) . \tag{2.12}
\end{equation*}
$$

Step 1. We define for $l \in(1-\delta, 1)$,

$$
f^{l}(t, x):=\left\{\begin{array}{cl}
f_{0}(x) & \text { if } 0<s \leq 1-l \\
f\left(\frac{t+l-1}{2 l-1}, x\right) & \text { if } 1-l<s<l \\
f_{1}(x) & \text { if } l<s \leq 1
\end{array}\right.
$$

and

$$
g^{l}(t, x):=\left\{\begin{array}{cl}
0 & \text { if } 0<s \leq 1-l \\
\frac{1}{2 l-1} g\left(\frac{t+l-1}{2 l-1}, x\right) & \text { if } 1-l<s<l \\
0 & \text { if } l<s \leq 1
\end{array}\right.
$$

By (2.10) and the definition of $g^{l}$, we have

$$
\begin{equation*}
f^{l} \equiv 0, \quad g^{l} \equiv 0 \quad \text { on } \quad([0,1-l] \cup[l, 1]) \times\left(\bar{\Omega} \backslash \Omega_{\delta}\right) \tag{2.13}
\end{equation*}
$$

Note that

$$
\int_{O} c\left(f^{l}, g^{l}\right) d t d x=(1-l) \int_{\Omega}\left(c\left(f_{0}, 0\right)+c\left(f_{1}, 0\right)\right) d x+\int_{1-l}^{l} \int_{\Omega} c\left(f^{l}, g^{l}\right) d t d x
$$

and thus

$$
\begin{align*}
& \int_{O} c\left(f^{l}, g^{l}\right) d t d x \\
& =(1-l) \int_{\Omega}\left(c\left(f_{0}, 0\right)+c\left(f_{1}, 0\right)\right) d x+(2 l-1) \int_{0}^{1} \int_{\Omega} c\left(f, \frac{1}{2 l-1} g\right) d t d x \tag{2.14}
\end{align*}
$$

We invoke (2.9) and (2.12) to obtain $|(f, g)|^{s} \in L^{1}(O)$. Observe that if $l \in(1-\delta, 1)$, then (2.9) implies

$$
c\left(\lambda, \frac{\mu}{2 l-1}\right) \leq a_{2}+b_{2}\left(|\lambda|^{s}+\frac{|\mu|^{s}}{(2 l-1)^{s}}\right) \leq \frac{a_{2}+b_{2}\left(|\lambda|^{s}+|\mu|^{s}\right)}{(2 l-1)^{s}} \leq \frac{a_{2}+b_{2}\left(|\lambda|^{s}+|\mu|^{s}\right)}{(1-2 \delta)^{s}},
$$

for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$. We may therefore apply the dominated convergence theorem to conclude that

$$
\lim _{l \rightarrow 1^{-}} \int_{0}^{1} \int_{\Omega} c\left(f, \frac{1}{2 l-1} g\right) d t d x=\int_{O} c(f, g) d t d x
$$

This, together with (2.14) implies

$$
\lim _{l \rightarrow 1^{-}} \int_{O} c\left(f^{l}, g^{l}\right) d t d x=\int_{O} c(f, g) d t d x
$$

Combining the above identity and (2.12), we find that there exists $l$ such that

$$
\begin{equation*}
\int_{O} c\left(f^{l}, g^{l}\right) d t d x<\epsilon_{0}+\inf (P) \tag{2.15}
\end{equation*}
$$

Step 2. It is straightforward to verify that $\left(f^{l}, g^{l}\right) \in \mathcal{P}^{s}\left(f_{0}, f_{1}\right)$.
Step 3. For every $\epsilon \in(0, \delta)$, we define a new convex set $O_{\epsilon}$ as

$$
O_{\epsilon}=\left\{\left(t, \alpha_{\epsilon}(t) x\right): t \in(0,1), x \in \Omega\right\}
$$

where we choose $\alpha_{\epsilon} \in C^{\infty}(\mathbb{R},(1 / 2,1])$ such that $\alpha_{\epsilon}(0)=\alpha_{\epsilon}(1)=1-\epsilon$ and

$$
\begin{cases}\alpha_{\epsilon}^{\prime}>0 & \text { in }(0, \epsilon) \\ \alpha_{\epsilon}^{\prime}<0 & \text { in }(1-\epsilon, 1) \\ \alpha_{\epsilon} \equiv 1 & \text { in }[\epsilon, 1-\epsilon] .\end{cases}
$$

We denote by $\nu_{\epsilon}$ the outward unit normal to $\partial O_{\epsilon}$. Note that

$$
\begin{align*}
O \backslash O_{\epsilon}= & \left\{(t, x): t \in(1-\epsilon, 1), x \in \Omega \backslash \Omega_{1-\alpha_{\epsilon}(t)}\right\}  \tag{2.16}\\
& \cup\left\{(t, x): t \in(0, \epsilon), x \in \Omega \backslash \Omega_{1-\alpha_{\epsilon}(t)}\right\}
\end{align*}
$$

and so, for $\epsilon \in(0, \delta)$ we get

$$
\begin{equation*}
O \backslash O_{\epsilon} \subset((0, \delta) \cup(1-\delta, 1)) \times\left(\Omega \backslash \Omega_{\delta}\right) \tag{2.17}
\end{equation*}
$$

Observe that $\partial O_{\epsilon}$ consists of five parts

$$
\begin{equation*}
\partial O_{\epsilon}=S_{\epsilon}^{1} \cup S_{\epsilon}^{2} \cup S_{\epsilon}^{3} \cup S_{\epsilon}^{\mathrm{top}} \cup S_{\epsilon}^{\mathrm{bottom}} \tag{2.18}
\end{equation*}
$$

where

$$
\begin{gathered}
S_{\epsilon}^{1}:=[\epsilon, 1-\epsilon] \times \partial \Omega \\
S_{\epsilon}^{2}:=\left\{(t, x) \mid t \in(1-\epsilon, 1), x \in \partial \Omega_{1-\alpha_{\epsilon}(t)}\right\}, \quad S_{\epsilon}^{3}:=\left\{(t, x) \mid t \in(0, \epsilon), x \in \partial \Omega_{1-\alpha_{\epsilon}(t)}\right\}
\end{gathered}
$$

and

$$
S_{\epsilon}^{\text {top }}:=\{0\} \times \bar{\Omega}_{\epsilon}, \quad S_{\epsilon}^{\text {bottom }}:=\{1\} \times \bar{\Omega}_{\epsilon} .
$$

Step 4. Set

$$
h^{l}=f^{l}-d x^{0} \wedge g^{l}
$$

Assume $0<\epsilon<1-l<\delta$ (in particular, $1-\delta<l<1$ ). We want to prove that

$$
\left\{\begin{array}{cl}
d h^{l}=0 & \text { in } O_{\epsilon}  \tag{2.19}\\
\nu_{\epsilon} \wedge h^{l}=\nu_{\epsilon} \wedge d \widetilde{\omega} & \text { on } \partial O_{\epsilon} .
\end{array}\right.
$$

Indeed by Step $2,\left(f^{l}, g^{l}\right) \in \mathcal{P}^{s}\left(f_{0}, f_{1}\right)$ and hence

$$
\left\{\begin{array}{cl}
d h^{l}=0 & \text { in } O  \tag{2.20}\\
\nu \wedge h^{l}=\nu \wedge d \widetilde{\omega} & \text { on } \partial O .
\end{array}\right.
$$

Let $\Phi \in C^{1}\left(\mathbb{R}^{n+1} ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right)$. By (2.20) we have

$$
\begin{equation*}
\int_{O}\left\langle h^{l} ; \delta \Phi\right\rangle d t d x=\int_{\partial O}\langle\nu \wedge d \widetilde{\omega} ; \Phi\rangle \tag{2.21}
\end{equation*}
$$

By (2.13) and (2.17), we have $h^{l} \equiv 0$ on $O \backslash O_{\epsilon}$. We therefore find

$$
\begin{equation*}
\int_{O}\left\langle h^{l} ; \delta \Phi\right\rangle d t d x=\int_{O_{\epsilon}}\left\langle h^{l} ; \delta \Phi\right\rangle d t d x . \tag{2.22}
\end{equation*}
$$

Similarly, by (2.11) and (2.17), we have $d \widetilde{\omega} \equiv 0$ on $O \backslash O_{\epsilon}$. We then get that

$$
\begin{equation*}
\int_{\partial O}\langle\nu \wedge d \widetilde{\omega} ; \Phi\rangle=\int_{\bar{O}_{\epsilon} \cap \partial O}\langle\nu \wedge d \widetilde{\omega} ; \Phi\rangle=\int_{\{1\} \times \Omega_{\epsilon}}\left\langle d x^{0} \wedge d \widetilde{\omega} ; \Phi\right\rangle-\int_{\{0\} \times \Omega_{\epsilon}}\left\langle d x^{0} \wedge d \widetilde{\omega} ; \Phi\right\rangle \tag{2.23}
\end{equation*}
$$

Since $d \widetilde{\omega} \equiv 0$ on $S_{\epsilon}^{1} \subset \partial O$ and $d \widetilde{\omega} \equiv 0$ on $S_{\epsilon}^{2} \cup S_{\epsilon}^{3}$, we obtain

$$
\begin{equation*}
\int_{S_{\epsilon}^{1}}\langle\nu \wedge d \widetilde{\omega} ; \Phi\rangle+\int_{S_{\epsilon}^{2}}\left\langle\nu_{\epsilon} \wedge d \widetilde{\omega} ; \Phi\right\rangle+\int_{S_{\epsilon}^{3}}\left\langle\nu_{\epsilon} \wedge d \widetilde{\omega} ; \Phi\right\rangle=0 . \tag{2.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\nu\right|_{S_{\epsilon}^{1}}=\left.\nu_{\epsilon}\right|_{S_{\epsilon}^{1}} . \tag{2.25}
\end{equation*}
$$

We combine (2.23), (2.24) and (2.25) to conclude that

$$
\int_{\partial O}\langle\nu \wedge d \widetilde{\omega} ; \Phi\rangle=\int_{\partial O_{\epsilon}}\left\langle\nu_{\epsilon} \wedge d \widetilde{\omega} ; \Phi\right\rangle .
$$

This, together with (2.21) and (2.22), implies (2.19), i.e.

$$
\int_{O_{\epsilon}}\left\langle h^{l} ; \delta \Phi\right\rangle d t d x=\int_{\partial O_{\epsilon}}\left\langle\nu_{\epsilon} \wedge d \widetilde{\omega} ; \Phi\right\rangle .
$$

Step 5. Since $O_{\epsilon}$ is a smooth set, it follows from Step 4, that there exists $\omega^{l} \in \widetilde{\omega}+$ $W_{0}^{1,2}\left(O_{\epsilon}, \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$ such that $d \omega^{l}=h^{l}=f^{l}-d x^{0} \wedge g^{l}$ in $O_{\epsilon}$.

Step 6. We finally prove that

$$
\inf \left(P_{\text {gauge }}\right) \leq \epsilon_{0}+\inf (P)
$$

Set

$$
\omega(t, x):= \begin{cases}\omega^{l}(t, x) & \text { in } O_{\epsilon}  \tag{2.26}\\ \widetilde{\omega}(t, x) & \text { in } O \backslash O_{\epsilon} .\end{cases}
$$

We have $\omega \in \widetilde{\omega}+W_{0}^{1,2}\left(O, \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$. Since $h^{l} \equiv 0$ on $O \backslash O_{\epsilon}$ and $d \widetilde{\omega} \equiv 0$ on $O \backslash O_{\epsilon}$, we obtain

$$
\left\{\begin{array}{cl}
d \omega=h^{l} & \text { in } O  \tag{2.27}\\
\omega=\widetilde{\omega} & \text { on } \partial O
\end{array}\right.
$$

and thus

$$
\inf \left(P_{\text {gauge }}\right) \leq \int_{O} c_{\text {gauge }}(d \omega) d t d x=\int_{O} c\left(f^{l}, g^{l}\right) d t d x
$$

The last inequality is due to the fact that by (2.27), $\omega$ is an admissible element in the minimization problem of ( $P_{\text {gauge }}$ ). Invoking (2.15) we obtain

$$
\inf \left(P_{\text {gauge }}\right) \leq \inf (P)+\epsilon_{0} .
$$

This concludes the proof of the theorem.

## 3. Quasiconvexity and existence of minimizers

3.1. Polyconvexity, quasiconvexity and rank one convexity. We start with a new appropriate definition of quasiconvexity. It is inspired by the classical notion introduced by Morrey (cf. [10] and [21]) and connects with the one for differential forms (cf. [3] and [4]), through an explicit transformation.

Definition 3.1. Let $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R} \cup\{+\infty\}$.
(i) The function $c$ is called rank one convex if the function $g: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$, defined as

$$
g(s)=c(\lambda+s \alpha \wedge a, \mu+s[b \alpha+\gamma \wedge a])
$$

is convex for every

$$
(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right), \alpha \in \Lambda^{k-1}\left(\mathbb{R}^{n}\right), \gamma \in \Lambda^{k-2}\left(\mathbb{R}^{n}\right), a \in \Lambda^{1}\left(\mathbb{R}^{n}\right), b \in \mathbb{R}
$$

If $g$ is affine, we call $c$ rank one affine.
(ii) Assume that $c$ is Borel measurable and locally bounded (in particular, $c$ never takes the value $+\infty$ ). Then $c$ is called quasiconvex if

$$
\begin{equation*}
\int_{O} c\left(\lambda+d_{x} \varphi, \mu-\partial_{t} \varphi+d_{x} \psi\right) d t d x \geq c(\lambda, \mu) \text { meas } O \tag{3.1}
\end{equation*}
$$

for every bounded open set $O \subset \mathbb{R}^{n+1}$ and for every

$$
(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right), \varphi \in W_{0}^{1, \infty}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right), \psi \in W_{0}^{1, \infty}\left(O ; \Lambda^{k-2}\left(\mathbb{R}^{n}\right)\right)
$$

If we further have equality in (3.1), we call c quasiaffine.
(iii) The function $c$ is called polyconvex if there exists a convex function

$$
\Gamma: \Lambda^{k}\left(\mathbb{R}^{n+1}\right) \times \cdots \times \Lambda^{\left[\frac{n+1}{k}\right] k}\left(\mathbb{R}^{n+1}\right) \rightarrow \mathbb{R} \cup\{+\infty\}
$$

such that, for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$,

$$
c(\lambda, \mu)=\Gamma\left(\xi, \xi^{2}, \cdots, \xi^{\left[\frac{n+1}{k}\right]}\right), \quad \text { where } \xi=\lambda+d x^{0} \wedge \mu \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right)
$$

If we further assume that $\Gamma$ is affine, we call $c$ polyaffine.
Remark 3.2. (i) For $k=1$ the above definitions (they will turn out to be equivalent to ordinary convexity, cf. Theorem 3.8) read as follows.

- The function c is rank one convex if

$$
s \mapsto g(s)=c(\lambda+s a, \mu+s b)
$$

is convex for every $\lambda, a \in \Lambda^{1}\left(\mathbb{R}^{n}\right)$ and $\mu, b \in \mathbb{R}$.

- The function $c$ is quasiconvex if, for every $(\lambda, \mu) \in \Lambda^{1}\left(\mathbb{R}^{n}\right) \times \mathbb{R}$ and $\varphi \in W_{0}^{1, \infty}(O)$,

$$
\int_{O} c\left(\lambda+\nabla_{x} \varphi, \mu-\partial_{t} \varphi\right) d t d x \geq c(\lambda, \mu) \text { meas } O .
$$

(ii) It is easily proved that a quasiconvex (or rank one convex or polyconvex) function is necessarily locally Lipschitz continuous (see Theorem 2.31 in [10]).
(iii) When $k=2$, by abuse of notations, we may write the quasiconvexity condition as

$$
\int_{O} c\left(\lambda+\left(\nabla_{x} \varphi\right)^{t}-\nabla_{x} \varphi, \mu-\partial_{t} \varphi+\nabla_{x} \psi\right) d t d x \geq c(\lambda, \mu) \text { meas } O
$$

for every $(\lambda, \mu) \in \Lambda^{2}\left(\mathbb{R}^{n}\right) \times \Lambda^{1}\left(\mathbb{R}^{n}\right), \varphi \in W_{0}^{1, \infty}\left(O ; \mathbb{R}^{n}\right)$ and $\psi \in W_{0}^{1, \infty}(O)$.
(iv) Depending on the value of $k$, e.g. $k=2$, we prove in Theorem 3.8 (iii) that the notion of quasiconvexity is strictly weaker than the usual notion of convexity.
(v) It will turn out (cf. Theorem 3.8 (ii)) that the notion of polyconvexity and the usual notion of convexity are equivalent when $k$ is odd. This comes from the simple observation that if $\xi=\lambda+d x^{0} \wedge \mu$ and $k$ is odd then $\xi^{s}=0$ for every integer $s \geq 2$.
(vi) When $k$ is even, the definition of polyconvexity can be reformulated as follows. The function $c$ is called polyconvex if there exists a convex function

$$
\Gamma: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \cdots \times \Lambda^{\left[\frac{n}{k}\right] k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \times \cdots \times \Lambda^{\left.\frac{n-k+1}{k}\right] k+k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R} \cup\{+\infty\}
$$

such that, for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$,

$$
c(\lambda, \mu)=\Gamma\left(\lambda, \lambda^{2}, \cdots, \lambda^{\left[\frac{n}{k}\right]}, \mu, \lambda \wedge \mu, \cdots, \lambda^{\left[\frac{n-k+1}{k}\right]} \wedge \mu\right) .
$$

It is interesting to relate these definitions to those introduced in [3], which apply to $c_{\text {gauge }}$ : $\Lambda^{k}\left(\mathbb{R}^{n+1}\right) \rightarrow \mathbb{R} \cup\{+\infty\}$ where

$$
c_{\text {gauge }}(\xi)=c\left(\pi_{x}(\xi),-\pi_{0}(\xi)\right) .
$$

Proposition 3.3. The function $c$ is respectively rank one convex, quasiconvex or polyconvex if and only if the associated function $c_{\text {gauge }}$ is respectively

- ext. one convex, meaning that $g: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by

$$
g(s)=c_{\text {gauge }}(\xi+s \alpha \wedge \beta)
$$

is convex for every $\xi \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right)$, $\alpha \in \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)$ and $\beta \in \Lambda^{1}\left(\mathbb{R}^{n+1}\right)$;

- ext. quasiconvex, meaning that $c$ is Borel measurable and locally bounded and for every bounded open set $O \subset \mathbb{R}^{n+1}, \xi \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right)$ and $\omega \in W_{0}^{1, \infty}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$

$$
\int_{O} c_{\text {gauge }}(\xi+d \omega) \geq c_{\text {gauge }}(\xi) \text { meas } O
$$

- ext. polyconvex, meaning that there exists a convex function

$$
\Gamma: \Lambda^{k}\left(\mathbb{R}^{n+1}\right) \times \Lambda^{2 k}\left(\mathbb{R}^{n+1}\right) \times \cdots \times \Lambda^{\left.\frac{n+1}{k}\right] k}\left(\mathbb{R}^{n+1}\right) \rightarrow \mathbb{R} \cup\{+\infty\}
$$

such that

$$
c_{\text {gauge }}(\xi)=\Gamma\left(\xi, \xi^{2}, \cdots, \xi^{\left[\frac{n+1}{k}\right]}\right), \quad \text { for every } \xi \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right)
$$

Proof We only prove the statement concerning rank one convexity, the others being established in the same manner. Let $\xi \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right), \sigma \in \Lambda^{k-1}\left(\mathbb{R}^{n}\right), \beta \in \Lambda^{1}\left(\mathbb{R}^{n}\right)$ and $s \in \mathbb{R}$. According to Lemma 2.4 we have

$$
\begin{aligned}
\xi+s \sigma \wedge \beta & =\left[\pi_{x}(\xi)+s \pi_{x}(\sigma) \wedge \pi_{x}(\beta)\right] \\
& +d x^{0} \wedge\left[\pi_{0}(\xi)+s(-1)^{k-1} \pi_{x}(\sigma) \wedge \pi_{0}(\beta)+s \pi_{0}(\sigma) \wedge \pi_{x}(\beta)\right]
\end{aligned}
$$

Setting

$$
\lambda=\pi_{x}(\xi), \mu=-\pi_{0}(\xi), \alpha=\pi_{x}(\sigma), a=\pi_{x}(\beta), \gamma=-\pi_{0}(\sigma), b=(-1)^{k} \pi_{0}(\beta) \in \mathbb{R}
$$

we have

$$
\xi+s \sigma \wedge \beta=(\lambda+s \alpha \wedge a)+d x^{0} \wedge(-\mu-s[b \alpha+\gamma \wedge a]) .
$$

Therefore

$$
s \mapsto c_{\text {gauge }}(\xi+s \sigma \wedge \beta)
$$

is convex if and only if

$$
s \mapsto c(\lambda+s \alpha \wedge a, \mu+s[b \alpha+\gamma \wedge a])
$$

is convex.

### 3.2. Identification of $\Lambda^{k}\left(\mathbb{R}^{n}\right)$ with $\mathbb{R}^{N}$ and comparison with Morrey's notions. We

 follow here [3] [4]. By abuse of notations when needed, we identify $\Lambda^{k}\left(\mathbb{R}^{n}\right)$ with $\mathbb{R}\binom{n}{k}$.Definition 3.4. Let $1 \leq k \leq n$. We define the projection map

$$
\pi: \mathbb{R}^{\binom{n}{k-1} \times n} \rightarrow \Lambda^{k}\left(\mathbb{R}^{n}\right)
$$

in the following way. When $k=1$

$$
\pi: \mathbb{R}^{n} \rightarrow \Lambda^{1}\left(\mathbb{R}^{n}\right), \quad \pi(\Xi)=\sum_{i=1}^{n} \Xi_{i} d x^{i}
$$

When $2 \leq k \leq n$, to a matrix $\Xi \in \mathbb{R}^{\binom{n}{k-1} \times n}$, written as

$$
\Xi=\left(\begin{array}{ccc}
\Xi_{1}^{1 \cdots(k-1)} & \cdots & \Xi_{n}^{1 \cdots(k-1)} \\
\vdots & \ddots & \vdots \\
\Xi_{1}^{(n-k+2) \cdots n} & \cdots & \Xi_{n}^{(n-k+2) \cdots n}
\end{array}\right)
$$

the upper indices being ordered alphabetically, we associate

$$
\pi(\Xi)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} \sum_{j=1}^{k}(-1)^{j+1} \Xi_{i_{j}}^{i_{1} \cdots i_{j-1} i_{j+1} \cdots i_{k}} d x^{i_{1}} \wedge \cdots \wedge d x^{i_{k}}=\sum_{i=1}^{n} \Xi_{i} \wedge d x^{i}
$$

where

$$
\Xi_{i}=\sum_{1 \leq i_{1}<\cdots<i_{k-1} \leq n} \Xi_{i}^{i_{1} \cdots i_{k-1}} d x^{i_{1}} \wedge \cdots \wedge d x^{i_{k-1}}=\sum_{I \in \mathcal{T}_{k-1}^{n}} \Xi_{i}^{I} d x^{I}
$$

Remark 3.5. (i) When $k=0$, we let $\pi=\mathrm{id}: \mathbb{R} \rightarrow \Lambda^{0}\left(\mathbb{R}^{n}\right) \sim \mathbb{R}$.
(ii) When $k=2$, we find that $\pi: \mathbb{R}^{n \times n} \rightarrow \Lambda^{2}\left(\mathbb{R}^{n}\right)$ is defined as

$$
\pi(\Xi)=\sum_{i=1}^{n} \Xi_{i} \wedge d x^{i}=\sum_{1 \leq i<j \leq n}\left(\Xi_{j}^{i}-\Xi_{i}^{j}\right) d x^{i} \wedge d x^{j}
$$

where

$$
\Xi=\left(\begin{array}{ccc}
\Xi_{1}^{1} & \cdots & \Xi_{n}^{1} \\
\vdots & \ddots & \vdots \\
\Xi_{1}^{n} & \cdots & \Xi_{n}^{n}
\end{array}\right)=\left(\Xi_{1}, \cdots, \Xi_{n}\right)
$$

so that when restricted to the set of skew symmetric matrices, namely

$$
\mathbb{R}_{a s}^{n \times n}=\left\{\Xi \in \mathbb{R}^{n \times n}: \Xi^{t}=-\Xi\right\}
$$

we have

$$
\pi(\Xi)=2 \sum_{1 \leq i<j \leq n} \Xi_{j}^{i} d x^{i} \wedge d x^{j}
$$

(iii) For $k=n$, we write for any $\Xi \in \mathbb{R}^{\binom{n}{n-1} \times n}=\mathbb{R}^{n \times n}$ and any $1 \leq i, j \leq n$

$$
\Xi_{i}^{\widehat{j}}=\Xi_{i}^{1 \cdots(j-1)(j+1) \cdots n}
$$

so that

$$
\Xi=\left(\begin{array}{ccc}
\Xi_{1}^{1 \cdots(n-1)} & \cdots & \Xi_{n}^{1 \cdots(n-1)} \\
\vdots & \ddots & \vdots \\
\Xi_{1}^{2 \cdots n} & \cdots & \Xi_{n}^{2 \cdots n}
\end{array}\right)=\left(\begin{array}{ccc}
\Xi_{1}^{\widehat{n}} & \cdots & \Xi_{n}^{\widehat{n}} \\
\vdots & \ddots & \vdots \\
\Xi_{1}^{\widehat{1}} & \cdots & \Xi_{n}^{\widehat{1}}
\end{array}\right) .
$$

The projection map $\pi: \mathbb{R}^{\binom{n}{n-1} \times n}=\mathbb{R}^{n \times n} \rightarrow \Lambda^{n}\left(\mathbb{R}^{n}\right)$ is therefore defined as

$$
\pi(\Xi)=\left(\sum_{j=1}^{n}(-1)^{n-j} \Xi_{j}^{\widehat{j}}\right) d x^{1} \wedge \cdots \wedge d x^{n}
$$

(iv) $S e t$

$$
\mathcal{T}_{k}^{n}:=\left\{\left(i_{1}, \cdots, i_{k}\right) \in \mathbb{N}^{k} \mid 1 \leq i_{1}<\cdots<i_{k} \leq n\right\} .
$$

We claim that $\pi$ defined above is onto $\Lambda^{k}\left(\mathbb{R}^{n}\right)$. Indeed if $\xi \in \Lambda^{k}\left(\mathbb{R}^{n}\right)$, then choose, for example, $\Xi \in \mathbb{R}^{\binom{n}{k-1} \times n}$ as

$$
\Xi_{i}^{I}=\left\{\begin{array}{cl}
\frac{(-1)^{\sigma}}{k!} \xi_{\text {iI }} & \text { if } i \notin I \\
0 & \text { if } i \in I
\end{array}\right.
$$

The sign being chosen in order to have $(i, I) \in \mathcal{T}_{k}^{n}$. For example when $k=2$ one way of constructing a preimage is to choose $\Xi \in \mathbb{R}_{a s}^{n \times n}$ with

$$
\Xi_{j}^{i}=\frac{1}{2} \xi_{i j} .
$$

One easily gets the following result.

Lemma 3.6. (i) If $\alpha \in \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \sim \mathbb{R}^{\binom{n}{k-1}}$ and $\beta \in \Lambda^{1}\left(\mathbb{R}^{n}\right) \sim \mathbb{R}^{n}$, then

$$
\pi(\alpha \otimes \beta)=\alpha \wedge \beta
$$

(ii) If $\omega \in C^{1}\left(\Omega ; \Lambda^{k-1}\right)$, then, by abuse of notations,

$$
\pi(\nabla \omega)=d \omega
$$

It is interesting to point out the relationship between the notions introduced in the present article and the classical notions of the calculus of variations (which apply below to $c_{\text {gauge }} \circ \pi$ ) namely rank one convexity, quasiconvexity and polyconvexity (see [10]). Combining the results in [4], Definition 3.1 and Proposition 3.3 we obtain the following theorem (which is a tautology when $k=1$ ).
Theorem 3.7. Let $2 \leq k \leq n$,

$$
c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}, \quad c_{\text {gauge }}: \Lambda^{k}\left(\mathbb{R}^{n+1}\right) \rightarrow \mathbb{R} \quad \text { and } \quad \pi: \mathbb{R}^{\binom{n+1}{k-1} \times(n+1)} \rightarrow \Lambda^{k}\left(\mathbb{R}^{n+1}\right)
$$

as above. Then the following equivalences hold

$$
\begin{aligned}
c \text { rank one convex } & \Leftrightarrow c_{\text {gauge }} \text { ext. one convex } \Leftrightarrow c_{\text {gauge }} \circ \pi \text { rank one convex } \\
c \text { quasiconvex } & \Leftrightarrow c_{\text {gauge }} \text { ext. quasiconvex } \Leftrightarrow c_{\text {gauge }} \circ \pi \text { quasiconvex } \\
c \text { polyconvex } & \Leftrightarrow c_{\text {gauge }} \text { ext. polyconvex } \Leftrightarrow c_{\text {gauge }} \circ \pi \text { polyconvex } \\
c \text { convex } & \Leftrightarrow c_{\text {gauge }} \text { convex } \Leftrightarrow c_{\text {gauge }} \circ \pi \text { convex. }
\end{aligned}
$$

3.3. Main properties. Thanks to [3], we use Proposition 3.3 to derive the following theorem.

Theorem 3.8. Suppose $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ (in particular c assumes only finite values).
(i) In general

$$
c \text { convex } \Rightarrow c \text { polyconvex } \Rightarrow c \text { quasiconvex } \Rightarrow c \text { rank one convex. }
$$

(ii) If $k=1, k=n$ or $k=n-1$ is odd, then

$$
c \text { convex } \Leftrightarrow c \text { polyconvex } \Leftrightarrow c \text { quasiconvex } \Leftrightarrow c \text { rank one convex. }
$$

Moreover, if $k$ is odd or $2 k>n+1$, then

$$
c \text { convex } \Leftrightarrow c \text { polyconvex. }
$$

(iii) If either $k=2$ and $n \geq 3$ or $3 \leq k \leq n-2$ or $k=n-1 \geq 4$ is even, then

$$
\begin{aligned}
\text { c polyconvex } & \neq c \text { quasiconvex } \\
& \notin
\end{aligned}
$$

while if $2 \leq k \leq n-2$ (and thus $n \geq k+2 \geq 4$ ), then

$$
\begin{aligned}
\text { c quasiconvex } & \nRightarrow c \text { rank one convex } \\
& \notin
\end{aligned}
$$

Remark 3.9. When $k=2$, Theorem 3.8 yields the following.

$$
\begin{aligned}
& \text { If } n=2 \text {, then } \\
& \text { c convex } \Leftrightarrow \text { c polyconvex } \Leftrightarrow c \text { quasiconvex } \Leftrightarrow \text { c rank one convex. } \\
& \text { If } n=3 \text {, then } \\
& \begin{array}{rll}
\text { c convex } & \Rightarrow \\
& \notin & \text { c polyconvex } \\
& \neq c \text { quasiconvex }
\end{array} \\
& \text { If } n \geq 4 \text {, then }
\end{aligned}
$$

We also rely on [3] and Proposition 3.3 to completely characterize the quasiaffine functions.
Lemma 3.10. Let $1 \leq k \leq n$ and $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$. The following statements are then equivalent.
(i) $c$ is polyaffine.
(ii) $c$ is quasiaffine.
(iii) $c$ is rank one affine.
(iv) If $k$ is odd or $2 k>n+1$, then $c$ is affine, i.e. there exist $c_{0} \in \mathbb{R}, c_{1} \in \Lambda^{k}\left(\mathbb{R}^{n}\right)$ and $d_{0}$ $\in \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$ such that, for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$,

$$
c(\lambda, \mu)=c_{0}+\left\langle c_{1} ; \lambda\right\rangle+\left\langle d_{0} ; \mu\right\rangle
$$

while if $k$ is even and $2 k \leq n+1$, there exist $c_{0} \in \mathbb{R}$, $d_{0} \in \Lambda^{k-1}\left(\mathbb{R}^{n}\right), c_{r} \in \Lambda^{k r}\left(\mathbb{R}^{n}\right)$ for $1 \leq r \leq$ $\left[\frac{n}{k}\right], d_{s} \in \Lambda^{k s+(k-1)}\left(\mathbb{R}^{n}\right)$ for $1 \leq s \leq\left[\frac{n-k+1}{k}\right]$, such that, for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$,

$$
c(\lambda, \mu)=c_{0}+\sum_{r=1}^{\left[\frac{n}{k}\right]}\left\langle c_{r} ; \lambda^{r}\right\rangle+\left\langle d_{0} ; \mu\right\rangle+\sum_{s=1}^{\left[\frac{n-k+1}{k}\right]}\left\langle d_{s} ; \lambda^{s} \wedge \mu\right\rangle .
$$

3.4. Existence of minimizers. We now turn to the existence theorem for $(P)$ and ( $P_{\text {gauge }}$ ) defined in Problems 2.3 and 2.5. We assume that $O \subset \mathbb{R}^{n+1}$ is a bounded open contractible set with smooth boundary, $\widetilde{\omega} \in W^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right), c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is quasiconvex and there exist $a_{2}, b_{2}>0$ such that

$$
|c(\lambda, \mu)| \leq a_{2}+b_{2}|(\lambda, \mu)|^{s}, \quad \forall(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) .
$$

Corollary 3.11. Under the above hypotheses and if

$$
\begin{gathered}
(P) \quad \inf \left\{\int_{O} c(f, g) d t d x:(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})\right\} \\
\left(P_{\text {gauge }}\right) \quad \inf \left\{\int_{O} c_{\text {gauge }}(d \omega) d t d x: \omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})\right\},
\end{gathered}
$$

then

$$
\inf (P)=\inf \left(P_{\text {gauge }}\right)
$$

If, in addition to the above hypotheses, there exist $a_{1} \in \mathbb{R}, b_{1}>0$ such that

$$
a_{1}+b_{1}|(\lambda, \mu)|^{s} \leq c(\lambda, \mu), \quad \forall(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)
$$

then $(P)$ and ( $P_{\text {gauge }}$ ) attain their minimum.
Proof The fact that $\inf (P)=\inf \left(P_{\text {gauge }}\right)$, as well as the fact that $(P)$ attains its minimum if and only if ( $P_{\text {gauge }}$ ) attains its minimum, follow at once from Proposition 2.7. We refer to [3] for the existence of minimizers in ( $P_{\text {gauge }}$ ), where Theorem 5.1 is used (to remedy the lack of compactness mentioned in the introduction).
3.5. Existence of minimizers when $O$ is the cylinder. We adopt the same hypotheses (in particular, $\left(f_{0}, f_{1}\right)$ are as in Definition 2.9 with $\left.s=2\right)$ and notations as in Subsection 2.4. In particular $O=(0,1) \times \Omega$,

$$
(P) \quad \inf \left\{\int_{O} c(f, g) d t d x:(f, g) \in \mathcal{P}^{2}\left(f_{0}, f_{1}\right)\right\}
$$

and

$$
\left(P_{\text {gauge }}\right) \quad \inf \left\{\int_{O} c_{\text {gauge }}(d \omega) d t d x: \omega \in \mathcal{P}_{\text {gauge }}^{2}(\widetilde{\omega})\right\}
$$

Theorem 3.12. Let $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ be quasiconvex and satisfy for some $a_{1}, a_{2} \in \mathbb{R}$ and $b_{1}, b_{2}>0$

$$
\begin{equation*}
a_{1}+b_{1}|(\lambda, \mu)|^{2} \leq c(\lambda, \mu) \leq a_{2}+b_{2}|(\lambda, \mu)|^{2}, \quad \forall(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) . \tag{3.2}
\end{equation*}
$$

Then

$$
\inf (P)=\inf \left(P_{\text {gauge }}\right)
$$

Moreover $(P)$ and ( $P_{\text {gauge }}$ ) attain their minimum.
Proof The statement that $\inf (P)=\inf \left(P_{\text {gauge }}\right)$ has already been proved in Theorem 2.14.
Step 1. The proof of Theorem 2.14 reveals the following facts when $s=2$. There is a monotone sequence $\left(\epsilon_{m}\right)_{m} \subset(0,1)$ decreasing to 0 such that by Step 2 of the proof of the theorem and by (2.26), there are

$$
\left(f^{m}, g^{m}\right) \in \mathcal{P}^{2}\left(f_{0}, f_{1}\right)
$$

such that

$$
\begin{equation*}
\int_{O} c\left(f^{m}, g^{m}\right) d t d x \leq \inf (P)+\frac{1}{m} \tag{3.3}
\end{equation*}
$$

If we further set $h^{m}:=f^{m}-d x^{0} \wedge g^{m}$, then using Step 4 of the proof of Theorem 2.14 we have

$$
\left\{\begin{array}{cl}
d h^{m}=0 & \text { in } O_{\epsilon_{m}} \\
\nu_{\epsilon_{m}} \wedge h^{m}=\nu_{\epsilon_{m}} \wedge d \widetilde{\omega} & \text { on } \partial O_{\epsilon_{m}} .
\end{array}\right.
$$

This, thanks to Theorem 7.2 [6], provides us with

$$
\bar{\omega}^{m} \in W^{1,2}\left(O_{\epsilon_{m}}, \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)
$$

such that

$$
\left\{\begin{array}{cl}
d \bar{\omega}^{m}=f^{m}-d x^{0} \wedge g^{m} & \text { in } O_{\epsilon_{m}}  \tag{3.4}\\
\delta \bar{\omega}^{m}=0 & \text { in } O_{\epsilon_{m}} \\
\nu_{\epsilon_{m}} \wedge \bar{\omega}^{m}=\nu_{\epsilon_{m}} \wedge \widetilde{\omega} & \text { on } \partial O_{\epsilon_{m}}
\end{array}\right.
$$

Step 2. The first inequality in (3.2), together with (3.3), implies

$$
\begin{equation*}
\left\|f^{m}\right\|_{L^{2}(O)}^{2}+\left\|g^{m}\right\|_{L^{2}(O)}^{2} \leq \frac{1}{b_{1}}\left(\frac{1}{m}+\inf (P)-a_{1}|O|\right) . \tag{3.5}
\end{equation*}
$$

Passing to a subsequence, if necessary, we may conclude that $\left(f^{m}, g^{m}\right)_{m}$ converges weakly in $L^{2}(O)$ to some $(f, g)$ which must satisfy

$$
\begin{equation*}
(f, g) \in \mathcal{P}^{2}\left(f_{0}, f_{1}\right) \tag{3.6}
\end{equation*}
$$

Thanks to (3.4), we use Theorem 8 in [7] (recall that $O_{\epsilon_{m}}$ is smooth and convex) to infer that

$$
\begin{equation*}
\left\|\nabla \bar{\omega}^{m}-\nabla \widetilde{\omega}\right\|_{L^{2}\left(O_{\epsilon_{m}}\right)}^{2} \leq\left\|f^{m}-d x^{0} \wedge g^{m}-d \widetilde{\omega}\right\|_{L^{2}\left(O_{\epsilon_{m}}\right)}^{2}+\|\delta \widetilde{\omega}\|_{L^{2}\left(O_{\epsilon_{m}}\right)}^{2} \tag{3.7}
\end{equation*}
$$

We combine (3.5) and (3.7) to obtain a constant $C_{*}>0$ independent of $m$ such that

$$
\begin{equation*}
\left\|\nabla \bar{\omega}^{m}\right\|_{L^{2}\left(O_{\epsilon_{m}}\right)} \leq C_{*} \tag{3.8}
\end{equation*}
$$

For $\delta>0$ and $\epsilon_{m} \in(0, \delta)$ (note that then $O_{\delta} \subset O_{\epsilon_{m}}$ ), we define for $(t, x) \in O_{\delta}$,

$$
\bar{\omega}_{\delta}^{m}(t, x):=\bar{\omega}^{m}-\frac{1}{\left|O_{\delta}\right|} \int_{O_{\delta}} \bar{\omega}^{m}(s, y) d s d y .
$$

Invoking the Poincaré Wirtinger inequality, we obtain a constant $C_{\delta}$ which depends only on $\Omega_{\delta}$ (but independent of $m$ ) such that

$$
\begin{equation*}
\left\|\bar{\omega}_{\delta}^{m}\right\|_{W^{1,2}\left(O_{\delta}\right)} \leq C_{\delta}\left\|\nabla \bar{\omega}_{\delta}^{m}\right\|_{L^{2}\left(O_{\delta}\right)}=C_{\delta}\left\|\nabla \bar{\omega}^{m}\right\|_{L^{2}\left(O_{\delta}\right)} \leq C_{*} C_{\delta} . \tag{3.9}
\end{equation*}
$$

By (3.4), we have

$$
\begin{equation*}
d \bar{\omega}_{\delta}^{m}=f^{m}-d x^{0} \wedge g^{m} \quad \text { on } O_{\delta} . \tag{3.10}
\end{equation*}
$$

From (3.9), we find that there exists $\bar{\omega}_{\delta} \in W^{1,2}\left(O_{\delta} ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$ such that, up to a subsequence, $\left(\bar{\omega}_{\delta}^{m}\right)_{m} \rightharpoonup \bar{\omega}_{\delta}$ in $W^{1,2}\left(O_{\delta} ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$. By (3.10), we get

$$
\begin{equation*}
d \bar{\omega}_{\delta}=f-d x^{0} \wedge g \quad \text { on } O_{\delta} . \tag{3.11}
\end{equation*}
$$

Since by (3.2) $c-a_{1} \geq 0$, replacing $c$ by $c-a_{1}$, if necessary, we may assume without loss of generality that $c \geq 0$. We use first this fact and then (3.10) to obtain

$$
\liminf _{m \rightarrow \infty} \int_{O} c\left(f^{m}, g^{m}\right) d t d x \geq \liminf _{m \rightarrow \infty} \int_{O_{\delta}} c\left(f^{m}, g^{m}\right) d t d x=\liminf _{m \rightarrow \infty} \int_{O_{\delta}} c_{\text {gauge }}\left(d \bar{\omega}_{\delta}^{m}\right) d t d x
$$

This, together with the quasiconvexity of $c$, the fact that $\left(\bar{\omega}_{\delta}^{m}\right)_{m} \rightharpoonup \bar{\omega}_{\delta}$ in $W^{1,2}\left(O_{\delta} ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)$ and (3.11), implies

$$
\liminf _{m \rightarrow \infty} \int_{O} c\left(f^{m}, g^{m}\right) d t d x \geq \int_{O_{\delta}} c_{\text {gauge }}\left(d \bar{\omega}_{\delta}\right) d t d x=\int_{O_{\delta}} c(f, g) d t d x \text {. }
$$

We let $\delta$ tend to 1 and use the monotone convergence theorem to obtain

$$
\liminf _{m \rightarrow \infty} \int_{O} c\left(f^{m}, g^{m}\right) d t d x \geq \int_{O} c(f, g) d t d x
$$

We combine this with (3.3) to infer that

$$
\int_{O} c(f, g) d t d x=\inf (P)
$$

This concludes the proof of the theorem.
3.6. An important example for applications. As mentioned in the introduction, the actions which motivate the study of this manuscript, include those which may be interpreted as kinetic energy functionals of physical systems of particles. In the sequel, we assume $k=2$ and $n=2 m$ is even and $s \geq 1$.

Given a path of symplectic forms $f \in C^{\infty}\left([0,1] ; C_{0}^{\infty}\left(\bar{\Omega}, \Lambda^{2}\left(\mathbb{R}^{n}\right)\right)\right.$ ) (i.e. $d_{x} f=0$ and $\left.f^{m} \neq 0\right)$ and a vector field $\mathbf{v} \in C_{0}^{\infty}\left([0,1] \times \Omega ; \mathbb{R}^{n}\right)$ such that

$$
\partial_{t} f+\mathcal{L}_{\mathbf{v}} f=0
$$

define the generalized kinetic energy functional

$$
\mathcal{E}_{s}(f, \mathbf{v})=\int_{(0,1) \times \Omega} \frac{1}{2}|\mathbf{v}|^{s} \varrho d t
$$

where $\varrho=f^{m}$. Note that $\varrho$ satisfies the continuity equation

$$
\partial_{t} \varrho+\nabla_{x} \cdot(\varrho \mathbf{v})=0 .
$$

Setting $\mathbf{v}=\sum_{i=1}^{n} \mathbf{v}_{i} d x^{i}$,

$$
\begin{equation*}
g=\mathbf{v}\lrcorner f, \quad f_{0}=f(0, \cdot), \quad f_{1}=f(1, \cdot) \tag{3.12}
\end{equation*}
$$

we have that $(f, g) \in \mathcal{P}^{s}\left(f_{0}, f_{1}\right)$. The first identity in (3.12) yields (since $\left.\left.f^{m} \neq 0\right) \mathbf{v}=g\right\lrcorner f^{-1}$ and so,

$$
\left.|\mathbf{v}|^{s}=\mid g\right\lrcorner\left. f^{-1}\right|^{s} .
$$

Therefore, the generalized kinetic energy functional is

$$
\left.\left.\mathcal{E}_{s}(f, \mathbf{v})=\int_{(0,1) \times \Omega} \frac{1}{2} \right\rvert\, g\right\lrcorner\left. f^{-1}\right|^{s} f^{m} d t
$$

As announced in the introduction, we show in the next proposition that, written in terms of $(f, g), \mathcal{E}_{s}$ has a polyconvex integrand (we do not speak of quasiconvexity, because the function below can take the value $+\infty$ ).
Proposition 3.13. (i) For any $\lambda \in \Lambda^{2}\left(\mathbb{R}^{n}\right)$ and $\mu \in \Lambda^{1}\left(\mathbb{R}^{n}\right)$, then

$$
\left.\left.\left(* \lambda^{m}\right) \mu=m(\mu\lrcorner \lambda\right)\right\lrcorner\left(* \lambda^{m-1}\right) .
$$

In particular if $* \lambda^{m} \neq 0$ and setting $\lambda^{-1}=\frac{m}{* \lambda^{m}}\left(* \lambda^{m-1}\right)$, then

$$
\mu\lrcorner \lambda=\widetilde{\mu} \quad \Leftrightarrow \quad \widetilde{\mu}\lrcorner \lambda^{-1}=\mu
$$

(ii) For any $\epsilon \geq 0$, the cost $c_{\epsilon}: \Lambda^{2}\left(\mathbb{R}^{n}\right) \times \Lambda^{1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R} \cup\{+\infty\}$ defined as

$$
c_{\epsilon}(\lambda, \mu)=\left\{\begin{array}{cl}
\mid \mu\lrcorner\left.\lambda^{-1}\right|^{s}\left(* \lambda^{m}\right) & \text { if } * \lambda^{m}>\epsilon \\
+\infty & \text { otherwise }
\end{array}\right.
$$

is polyconvex.
Proof (i) Appealing to Proposition 2.16 in [6], we can write

$$
\left.\left.\left.\left.\left(* \lambda^{m}\right) \mu=-\left[*(\mu\lrcorner \lambda^{m}\right)\right]=-\left[*[m(\mu\lrcorner \lambda) \wedge \lambda^{m-1}\right]\right]=m[(\mu\lrcorner \lambda)\right\lrcorner\left(* \lambda^{m-1}\right)\right]
$$

which establishes (i).
(ii) Step 1. Let $\gamma_{\epsilon}: \Lambda^{1}\left(\mathbb{R}^{n}\right) \times \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ be defined as

$$
\gamma_{\epsilon}(x, y)= \begin{cases}\frac{|x|^{s}}{y^{s-1}} & \text { if } y>\epsilon \\ +\infty & \text { otherwise }\end{cases}
$$

(if $s=1$, replace $|x|^{s} / y^{s-1}$ by $|x|$ ). Note that $\gamma_{\epsilon}$ is convex.
Step 2. According to (i), we can write

$$
\left.\mid \mu\lrcorner\left.\lambda^{-1}\right|^{s}\left(* \lambda^{m}\right)=\mid \mu\right\lrcorner\left.\left(\frac{m}{* \lambda^{m}}\left(* \lambda^{m-1}\right)\right)\right|^{s}\left(* \lambda^{m}\right)=m^{s} \frac{\left|\lambda^{m-1} \wedge \mu\right|^{s}}{\left(* \lambda^{m}\right)^{s-1}}
$$

We observe that if we set $e=d x^{1} \wedge \cdots \wedge d x^{n}$, then $* \lambda^{m}=\left\langle e ; \lambda^{m}\right\rangle$ and thus

$$
c_{\epsilon}(\lambda, \mu)=m^{s} \gamma_{\epsilon}\left(\lambda^{m-1} \wedge \mu,\left\langle e ; \lambda^{m}\right\rangle\right)
$$

The function $c_{\epsilon}$ is therefore expressed as a convex function $\gamma_{\epsilon}$ whose arguments are quasiaffine functions (namely $\lambda^{m-1} \wedge \mu$ and $\left\langle e ; \lambda^{m}\right\rangle$ ) according to Lemma 3.10 and hence $c_{\epsilon}$ is, by definition, polyconvex.

## 4. Quasiconvex envelope and the relaxation theorem

4.1. The quasiconvex envelope. As in the classical case [8], we define an operator $c \mapsto Q[c]$ which associates to any cost function, a quasiconvex cost function which is its envelope.
Definition 4.1. The quasiconvex envelope of $c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ is the largest quasiconvex function $Q[c]: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ which lies below $c$, i.e.

$$
Q[c]=\sup \{g: g \leq c \text { and } g \text { quasiconvex }\}
$$

Remark 4.2. (i) For $c_{\text {gauge }}: \Lambda^{k}\left(\mathbb{R}^{n+1}\right) \rightarrow \mathbb{R}$ as in Problem 2.5 (see also Proposition 3.3), we define its quasiconvex envelope as

$$
Q\left[c_{\text {gauge }}\right]=\sup \left\{g: g \leq c_{\text {gauge }} \text { and } g \text { is ext. quasiconvex }\right\}
$$

(ii) If we set

$$
C_{\text {gauge }}=c_{\text {gauge }} \circ \pi: \mathbb{R}^{\binom{n+1}{k-1} \times(n+1)} \rightarrow \mathbb{R}
$$

(cf. Theorem 3.7), then $Q\left[C_{\text {gauge }}\right]$ is the quasiconvex envelope in the classical sense.

The next theorem provides a representation formula for $Q[c]$ in terms of $c$.
Theorem 4.3. Let $c, h: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ be Borel measurable and locally bounded with $h$ quasiconvex below c (i.e. $h \leq c$ ). Let cgauge $, Q\left[c_{\text {gauge }}\right], C_{\text {gauge }}$ and $Q\left[C_{\text {gauge }}\right]$ be as in Remark 4.2. Then

$$
Q[c]=Q\left[c_{\text {gauge }}\right] \quad \text { and } \quad Q\left[C_{\text {gauge }}\right]=Q\left[c_{\text {gauge }}\right] \circ \pi .
$$

Moreover, for every $(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)$,

$$
Q[c](\lambda, \mu)=\inf _{\substack{\varphi \in W_{0}^{1, \infty}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right) \\ \psi \in W_{0}^{1, \infty}\left(O ; \Lambda^{k-2}\left(\mathbb{R}^{n}\right)\right)}}\left\{\frac{1}{\operatorname{meas} O} \int_{O} c\left(\lambda+d_{x} \varphi, \mu-\partial_{t} \varphi+d_{x} \psi\right) d t d x\right\}
$$

where $O \subset \mathbb{R}^{n+1}$ is a bounded open set. In particular, the infimum in the formula is independent of the choice of $O$ and can be taken, for example, as $(0,1)^{n+1}$.
Proof The identity $Q[c]=Q\left[c_{\text {gauge }}\right]$ has to be understood as

$$
Q\left[c_{\text {gauge }}\right](\xi)=Q[c]\left(\pi_{x}(\xi),-\pi_{0}(\xi)\right), \quad \forall \xi \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right)
$$

and it follows at once from the definition of $c_{\text {gauge }}$ and Theorem 3.7. Next, let

$$
\Xi \in \mathbb{R}^{\binom{n+1}{k-1} \times(n+1)} \quad \text { and } \quad \xi=\pi(\Xi) \in \Lambda^{k}\left(\mathbb{R}^{n+1}\right)
$$

and set

$$
\widetilde{c}(\xi)=\inf \left\{\frac{1}{\text { meas } O} \int_{O} c_{\text {gauge }}(\xi+d \omega) d t d x: \omega \in W_{0}^{1, \infty}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)\right\}
$$

If we denote $\widetilde{C}=\widetilde{c} \circ \pi$, then

$$
\widetilde{c}(\xi)=\widetilde{c} \circ \pi(\Xi)=\widetilde{C}(\Xi) .
$$

It follows by the classical result (see [8] and [10]) that, with the notations of Remark 4.2,

$$
Q\left[C_{\text {gauge }}\right](\Xi)=\inf \left\{\frac{1}{\operatorname{meas} O} \int_{O} C_{\text {gauge }}(\Xi+\nabla \Phi) d t d x: \Phi \in W_{0}^{1, \infty}\left(O ; \mathbb{R}^{\binom{n+1}{k-1}}\right)\right\}
$$

(and also that the formula is independent of the set $O$ ). We therefore deduce that $Q\left[C_{\text {gauge }}\right]=$ $\widetilde{C}=\widetilde{c} \circ \pi$. Thus $\widetilde{C}$ is quasiconvex and, by Theorem 3.7, $\widetilde{c}$ is ext. quasiconvex. We have hence obtained that $\tilde{c} \leq Q\left[c_{\text {gauge }}\right]$. Using again Theorem 3.7, we infer that $Q\left[c_{\text {gauge }}\right] \circ \pi$ is quasiconvex. Summarizing these results we have shown that

$$
Q\left[c_{\text {gauge }}\right] \circ \pi \leq Q\left[C_{\text {gauge }}\right]=\widetilde{C}=\widetilde{c} \circ \pi
$$

and thus $Q\left[c_{\text {gauge }}\right] \leq \widetilde{c}$. We have therefore proved that

$$
Q\left[c_{\text {gauge }}\right]=\widetilde{c} \quad \text { and } \quad Q\left[C_{\text {gauge }}\right]=Q\left[c_{\text {gauge }}\right] \circ \pi=\widetilde{c} \circ \pi
$$

and the theorem is established.
Remark 4.4. In view of Theorem 3.8 (ii), when $k=1$ (and hence $\psi \equiv 0$ ) or $k=n$, then $Q[c]=c^{* *}$. In general $Q[c] \geq c^{* *}$, but it usually happens (particularly when $k=2$ ) that $Q[c]>$ $c^{* *}$.
4.2. The relaxation theorem. We assume below that $O \subset \mathbb{R}^{n+1}$ is a bounded open contractible set with smooth boundary, $\widetilde{\omega} \in W^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right), h, c: \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ with $h$ quasiconvex and there exist $a_{2}, b_{2}>0$ such that

$$
h(\lambda, \mu) \leq c(\lambda, \mu) \leq a_{2}+b_{2}|(\lambda, \mu)|^{s}, \quad \forall(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)
$$

Theorem 4.5 (Relaxation theorem). Let $Q[c]$ be the quasiconvex envelope of $c$ and

$$
\begin{gathered}
(P) \quad \inf \left\{\int_{O} c(f, g) d t d x:(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})\right\} \\
(Q P) \quad \inf \left\{\int_{O} Q[c](f, g) d t d x:(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})\right\} .
\end{gathered}
$$

Then

$$
\inf (P)=\inf (Q P)
$$

Moreover if there exist $a_{1} \in \mathbb{R}, b_{1}>0$ such that

$$
\begin{equation*}
a_{1}+b_{1}|(\lambda, \mu)|^{s} \leq c(\lambda, \mu), \quad \forall(\lambda, \mu) \in \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right), \tag{4.1}
\end{equation*}
$$

then $(Q P)$ attains its minimum and, for every $(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})$, there exists a sequence $\left\{\left(f^{N}, g^{N}\right)\right\}_{N=1}^{\infty} \subset$ $\mathcal{P}^{s}(\widetilde{\omega})$ such that, as $N \rightarrow \infty$,

$$
\begin{gathered}
\left(f^{N}, g^{N}\right) \rightharpoonup(f, g) \quad \text { weakly in } L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n}\right) \times \Lambda^{k-1}\left(\mathbb{R}^{n}\right)\right) \\
\int_{O} c\left(f^{N}, g^{N}\right) d t d x \rightarrow \int_{O} Q[c](f, g) d t d x
\end{gathered}
$$

Remark 4.6. Combining the above Theorem 4.5 with Corollary 3.11, we also have

$$
\inf (P)=\inf (Q P)=\inf \left(P_{\text {gauge }}\right)=\inf \left((Q P)_{\text {gauge }}\right)
$$

where

$$
\begin{gathered}
\left(P_{\text {gauge }}\right) \quad \inf \left\{\int_{O} c_{\text {gauge }}(d \omega) d t d x: \omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})\right\} \\
\left((Q P)_{\text {gauge }}\right) \quad \inf \left\{\int_{O} Q\left[c_{\text {gauge }}\right](d \omega) d t d x: \omega \in \mathcal{P}_{\text {gauge }}^{s}(\widetilde{\omega})\right\} .
\end{gathered}
$$

Proof (Theorem 4.5). We set $C_{\text {gauge }}=c_{\text {gauge }} \circ \pi$. Recall that we identified $\Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)$ with $\mathbb{R}^{\binom{n+1}{k-1}}$. Therefore depending on the context, we either write

$$
\omega \in \widetilde{\omega}+W_{0}^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)
$$

Step 1. Appealing to Theorem 4.3 and Lemma 3.6 (ii), we infer the new formulations

$$
\begin{gathered}
\left(P_{\text {gauge }}\right) \quad \inf \left\{\int_{O} C_{\text {gauge }}(\nabla \omega): \omega \in \widetilde{\omega}+W_{0}^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)\right\} \\
\left((Q P)_{\text {gauge }}\right) \quad \inf \left\{\int_{O} Q\left[C_{\text {gauge }}\right](\nabla \omega): \omega \in \widetilde{\omega}+W_{0}^{1, s}\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)\right\} .
\end{gathered}
$$

By the classical relaxation theorem (cf. e.g. [8] or Theorem 9.1 in [10]),

$$
\inf \left(P_{\text {gauge }}\right)=\inf \left((Q P)_{\text {gauge }}\right)
$$

which establishes the fact that $\inf (P)=\inf (Q P)$.

Step 2. It remains to address the properties of minimizing sequences under the extra assumption (4.1). Let $(f, g) \in \mathcal{P}^{s}(\widetilde{\omega})$. Invoking Proposition 2.7, we find $\omega \in \widetilde{\omega}+W_{0}^{1, s}\left(\left(O ; \Lambda^{k-1}\left(\mathbb{R}^{n+1}\right)\right)\right)$ such that

$$
(f, g)=\left(\pi_{x}(d \omega),-\pi_{0}(d \omega)\right)
$$

The classical duality theory (cf. e.g. Theorem 9.1 in [10]) gives that for every $\omega \in \widetilde{\omega}+W_{0}^{1, s}$ there exists $\omega^{N} \in \widetilde{\omega}+W_{0}^{1, s}$ such that

$$
d \omega^{N} \rightharpoonup d \omega \text { in } L^{s}\left(O ; \Lambda^{k}\left(\mathbb{R}^{n+1}\right)\right) \quad \text { and } \quad \int_{O} C_{\text {gauge }}\left(\nabla \omega^{N}\right) \rightarrow \int_{O} Q\left[C_{\text {gauge }}\right](\nabla \omega)
$$

Setting $\left(f^{N}, g^{N}\right)=\left(\pi_{x}\left(d \omega^{N}\right),-\pi_{0}\left(d \omega^{N}\right)\right)$, we have indeed established the theorem.

## 5. Appendix: Systems of the type $(d, \delta)$ and Poincaré lemma

We start with a classical theorem which can be found for instance in [6] Theorem 7.2 or Schwarz [22].

Theorem 5.1. Let $1 \leq k \leq n$ be an integer, $1<s<\infty$ and $\Omega \subset \mathbb{R}^{n}$ be a bounded open smooth contractible set with exterior unit normal $\nu$. Then the following statements are equivalent.
(i) $f \in L^{s}\left(\Omega ; \Lambda^{k}\right), g \in L^{s}\left(\Omega ; \Lambda^{k-2}\right)$ and $F_{0} \in W^{1, s}\left(\Omega ; \Lambda^{k-1}\right)$ satisfy

$$
\left\{\begin{array}{cl}
\int_{\Omega}\langle f ; \delta \varphi\rangle-\int_{\partial \Omega}\left\langle\nu \wedge F_{0} ; \delta \varphi\right\rangle=0, \forall \varphi \in C^{\infty}\left(\bar{\Omega} ; \Lambda^{k+1}\right) & \text { if } 1 \leq k \leq n-1 \\
\int_{\Omega} f=\int_{\partial \Omega} \nu \wedge F_{0} & \text { if } k=n \\
\int_{\Omega}\langle g ; d \varphi\rangle=0, \forall \varphi \in C_{0}^{\infty}\left(\Omega ; \Lambda^{k-3}\right)
\end{array}\right.
$$

(ii) There exists $F \in W^{1, s}\left(\Omega ; \Lambda^{k-1}\right)$ such that

$$
\left\{\begin{array}{cl}
d F=f \quad \text { and } \quad \delta F=g & \text { in } \Omega \\
\nu \wedge F=\nu \wedge F_{0} & \text { on } \partial \Omega
\end{array}\right.
$$

Remark 5.2. (i) If $1 \leq k \leq n-1$, then the conditions in (i) just mean, in the weak sense,

$$
[d f=0 \text { and } \delta g=0 \text { in } \Omega] \text { and }\left[\nu \wedge f=\nu \wedge d F_{0} \text { on } \partial \Omega\right]
$$

(ii) If $k=1$, then the terms $\delta F$ and $g$ are not present, while if $k=2$, then $\delta g=0$ automatically.

The preceding theorem leads to the Poincaré lemma (cf., for example, Theorem 8.16 in [6]).
Theorem 5.3 (Poincaré Lemma). Let $1 \leq k \leq n$ be an integer, $1<s<\infty$ and $\Omega \subset \mathbb{R}^{n}$ be a bounded open smooth contractible set with exterior unit normal $\nu$. Then the following statements are equivalent.
(i) $f \in L^{s}\left(\Omega ; \Lambda^{k}\right)$ and $F_{0} \in W^{1, s}\left(\Omega ; \Lambda^{k-1}\right)$ satisfy

$$
\left\{\begin{array}{cl}
\int_{\Omega}\langle f ; \delta \varphi\rangle-\int_{\partial \Omega}\left\langle\nu \wedge F_{0} ; \delta \varphi\right\rangle=0, \forall \varphi \in C^{\infty}\left(\bar{\Omega} ; \Lambda^{k+1}\right) & \text { if } 1 \leq k \leq n-1 \\
\int_{\Omega} f=\int_{\partial \Omega} \nu \wedge F_{0} & \text { if } k=n
\end{array}\right.
$$

(ii) There exists $F \in W^{1, s}\left(\Omega ; \Lambda^{k-1}\right)$ such that

$$
\begin{cases}d F=f & \text { in } \Omega \\ F=F_{0} & \text { on } \partial \Omega\end{cases}
$$
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