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#### Abstract

A theory of viscosity solutions in metric spaces based on local slopes was initiated in [39. In this manuscript we deepen the study of [39] and present a more complete account of the theory of metric viscosity solutions of Hamilton-Jacobi equations. Several comparison and existence results are proved and the main techniques for such metric viscosity solutions are illustrated.


## 1. Introduction

The study of first order Hamilton-Jacobi-Bellman (HJB) equations in infinite dimensional Hilbert spaces or Banach spaces with the Radon-Nikodym property or a differentiable norm started several decades ago [6, [17, [18, [19, 21, [22, 24, [25]. However there is a need to go beyond these spaces as last decade has witnessed many studies connecting first order Hamilton-Jacobi equations on spaces of measures or more general metric spaces to several areas. Such equations arise for instance in statistical mechanics and large deviations [8, 9, 10, 11, 12, 13, 31, 32, 33, fluid mechanics [29, 32, (33, 34, 35, 36, 37, 38, Mean Field Games [15, 50, 51, optimal control (30, [32, 33, study of functional inequalities [5, 40, 41, 52] and other areas [3, 4, 16, 42]. Also the study of partially observed stochastic optimal control problems, rewritten in the form of optimal control of the Zakai equation, naturally leads to the investigation of second order HJB equations in the space of measures, and attempts in this direction have been made in 43, 45].

There is a substantial literature on HJB equations in Hilbert and Banach spaces. The reader may consult the book [6] for earlier results in Hilbert spaces covering mostly the case of regular solutions and connections with optimal control. M. G. Crandall and P-L. Lions introduced the theory of viscosity solutions in Hilbert and Banach spaces in a series of papers [17, 18, 19, 21, 22, 24, [25] for equations with bounded and unbounded terms, and later other notions of viscosity solution appeared, see for instance [14, 48, [54, [55, and the subject is relatively well established. There is also a well developed theory of viscosity solutions for second order HJB equations in Hilbert spaces.

Much less is known about equations in spaces of measures and general metric spaces. Several approaches and definitions of viscosity solution for special and more general HJB equations in the Wasserstein space have been proposed, see [1] [15, [16, [29, [30, [31, [32, 33, 35, [46, 51]

[^0]and also a short discussion about them in the introduction of [39. In 44] regular solutions for an equation in the space of probability measures were studied. As regards equations in metric spaces, Hamilton-Jacobi semigroups, and pointwise differential inequalities involving local slopes satisfied by them have been investigated in [3, 4, 5, 40, 41, 52], mostly in connection with applications to various functional inequalities. A definition of metric viscosity solution was introduced in [42 for eikonal equation which can possibly be extended to a class equations which are similar in type to these considered in this paper. It looks at the behavior of functions along curves and it is substantially based on the sub- and super-optimality inequalities of dynamic programming. We introduced a different notion of metric viscosity solution in [39] which is based on local slopes and the use of appropriate test functions. The definition was influenced by the definition of strict viscosity solution in [19. Similar in the spirit definition of metric viscosity solution appeared independently in 11 and well posedness of the equations was proved there. We compare our definition with that of [1] in Section [2, There is some overlap between [1] and this paper however the majority of the results here are different.

In this manuscript we have endeavored to develop a more complete theory of metric viscosity solutions began in 39 which encompasses a large class of Hamiltonians. We will consider time dependent problems

$$
\begin{gather*}
\partial_{t} u+H(t, x, u,|\nabla u|)=0, \quad \text { in }(0, T) \times \Omega,  \tag{1.1}\\
\left\{\begin{array}{l}
u(t, x)=f(t, x) \quad \text { on }(0, T) \times \partial \Omega, \\
u(0, x)=g(x) \quad \text { on } \Omega,
\end{array}\right. \tag{1.2}
\end{gather*}
$$

and stationary equations

$$
\begin{gather*}
H(x, u,|\nabla u|)=0, \quad \text { in } \Omega,  \tag{1.3}\\
u(x)=f(x) \quad \text { on } \partial \Omega \tag{1.4}
\end{gather*}
$$

where $H:[0, T] \times \Omega \times \mathbb{R} \times[0,+\infty) \rightarrow \mathbb{R}$ is continuous, $\Omega$ is an open subset of a geodesic metric space, and $|\nabla u|$ is the local slope of $u$ (see Definition [2.1). In [39] results were proved for equation (1.1)-(1.2) with special Hamiltonians of the form $H(|\nabla u|)+f(x)$ even though the techniques developed there would apply for more general equations. In the current manuscript we prove a range of comparison and existence results that apply to a wide range of equations and we present a sample of techniques that the reader can apply in other cases. Comparison theorems are proved for equations with Hamiltonians that are sublinear and superlinear in the local slope variable and some other more special cases, for instance for equations of eikonal type. We also prove a domain of dependence theorem. Existence of metric viscosity solutions is established for general equations by Perron's method and Perron's method together with
approximation. In a particular case of equations with convex Hamiltonians associated with variational problems, existence of metric viscosity solutions is also established by showing directly that the value function is a metric viscosity solution (cf. Subsection 4.2). The results of this paper, together with these of [39], create a foundation for a theory of metric viscosity solutions that can be applied and expanded in various directions. We point out that after the basic definitions and techniques are properly set up, the methods are inspired by these in finite dimensional spaces [23, 7] or in infinite dimensional Hilbert or Banach spaces [17, [18, (19, [21, 22, 24, [25, 48. Although it should be easy for the readers familiar with viscosity solutions to make a transition to the metric case, we have made an effort to include computations other readers may be unfamiliar with.

## 2. Definitions

Throughout this manuscript, we assume that $(\mathbb{S}, d)$ is a complete metric space which is a geodesic space. A metric space is a geodesic space if for every $x, y \in \mathbb{S}$ there exists a geodesic of constant speed $x_{t}, 0 \leq t \leq 1$, connecting $x$ and $y$, i.e. a curve such that

$$
x_{0}=y, x_{1}=x, d\left(x_{s}, x_{t}\right)=|s-t| d(x, y), 0 \leq t \leq s \leq 1 .
$$

Let $T>0$ and let $\Omega \subset \mathbb{S}$ be open.
Definition 2.1. ([2, 3, 40, 52]). Let $v:(0, T) \times \Omega \rightarrow \mathbb{R}$. The upper and lower local slopes of $v$ at $(t, x)$ are defined respectively by

$$
\begin{equation*}
\left|\nabla^{+} v(t, x)\right|:=\limsup _{y \rightarrow x} \frac{[v(t, y)-v(t, x)]_{+}}{d(y, x)},\left|\nabla^{-} v(t, x)\right|:=\limsup _{y \rightarrow x} \frac{[v(t, y)-v(t, x)]_{-}}{d(y, x)} . \tag{2.5}
\end{equation*}
$$

The local slope of $v$ at $(t, x)$ is defined by

$$
|\nabla v(t, x)|:=\limsup _{y \rightarrow x} \frac{|v(t, y)-v(t, x)|}{d(y, x)} .
$$

It is easy to see that $\left|\nabla^{-} v\right|=\left|\nabla^{+}(-v)\right|$.
For a function $f$ defined on a subset of $Q \subset[0, T] \times \mathbb{S}$ (or $Q \subset \mathbb{S}$ ) we will write $f^{*}$ to denote its upper semicontinuous envelope, and $f_{*}$ to denote its lower semicontinuous envelope, i.e.

$$
f^{*}(t, x)=\limsup _{(s, y) \rightarrow(t, x)} f(s, y), \quad f_{*}(t, x)=\liminf _{(s, y) \rightarrow(t, x)} f(s, y) .
$$

We will say that a function $f$ is locally bounded in $Q$ (or just locally bounded) if it is bounded on bounded subsets of $Q$. A function $\rho:[0,+\infty) \rightarrow[0,+\infty)$ is called a modulus if $\rho$ is continuous, nondecreasing, subadditive, and $\rho(0)=0$. If $\lim _{s \rightarrow \infty} \rho(s) / s<+\infty$ we can also assume without loss of generality that $\rho$ is concave, and for every $\epsilon>0$ there is a constant $C_{\epsilon}$ such that $\rho(s) \leq \epsilon+C_{\epsilon} s, s \geq 0$.

We recall the definitions of viscosity solution of (1.1)-(1.2) and (1.3)-(1.4) from (39).

Definition 2.2. A function $\psi:(0, T) \times \Omega \rightarrow \mathbb{R}$ is a subsolution test function $(\psi \in \underline{\mathcal{C}})$ if $\psi(t, x)=\psi_{1}(t, x)+\psi_{2}(t, x)$, where $\psi_{1}, \psi_{2}$ are Lipschitz on every bounded and closed subset of $(0, T) \times \Omega,\left|\nabla \psi_{1}(t, x)\right|=\left|\nabla^{-} \psi_{1}(t, x)\right|$ is continuous, and $\partial_{t} \psi_{1}, \partial_{t} \psi_{2}$ are continuous. $A$ function $\psi:(0, T) \times \Omega \rightarrow \mathbb{R}$ is a supersolution test function $(\psi \in \overline{\mathcal{C}})$ if $-\psi \in \underline{\mathcal{C}}$.

If the equation is time independent the test functions in $\underline{\mathcal{C}}$ and $\overline{\mathcal{C}}$ are assumed to be time independent.

Lemma 2.3. (Lemma 7.2 of [39) Let $\psi_{1}(t, x)=k(t)+k_{1}(t) \varphi\left(d^{2}(x, y)\right)$, where $y \in \mathbb{S}, \varphi \in$ $C^{1}([0,+\infty)), \varphi^{\prime} \geq 0, k, k_{1} \in C^{1}((0, T)), k_{1} \geq 0$. Then

$$
\left|\nabla^{-} \psi_{1}(t, x)\right|=\left|\nabla \psi_{1}(t, x)\right|=2 k_{1}(t) \varphi^{\prime}\left(d^{2}(x, y)\right) d(x, y) .
$$

In particular $\left|\nabla \psi_{1}(t, x)\right|$ is continuous and thus the function can be used as the $\psi_{1}$ part of a test function.

For notational purposes we extend $H$ to $s<0$ by setting

$$
\begin{equation*}
H(t, x, r, s)=H(t, x, r, 0) \quad \text { for } s<0 \tag{2.6}
\end{equation*}
$$

However the definition of a metric viscosity solution works for any continuous extension of $H$. We define for $\eta \geq 0$

$$
H_{\eta}(t, x, r, s):=\inf _{|\tau-s| \leq \eta} H(t, x, r, \tau), \quad H^{\eta}(t, x, r, s):=\sup _{|\tau-s| \leq \eta} H(t, x, r, \tau) .
$$

Remark 2.4. Suppose $a, b \geq 0, r_{0}, r_{1} \geq 0$ and $|b-a| \leq r_{0}+r_{1}$. Then there exists a number $c$ between $a$ and $b$ such that $|c-a| \leq r_{1}$ and $|b-c| \leq r_{0}$. As a consequence

$$
H^{r_{1}}(t, x, r, a) \geq H(t, x, r, c) \geq H_{r_{0}}(t, x, r, b) .
$$

Definition 2.5. A locally bounded upper semicontinuous function $u:[0, T) \times \bar{\Omega} \rightarrow \mathbb{R}$ is a metric viscosity subsolution of (1.1)-(1.2) if $u(t, x) \leq f(t, x)$ on $(0, T) \times \partial \Omega, u(0, x) \leq g(x)$ on $\Omega$, and whenever $u-\psi$ has a local maximum at $(t, x)$ for some $\psi \in \underline{\mathcal{C}}$, then

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(t, x, u(t, x),\left|\nabla \psi_{1}(t, x)\right|\right) \leq 0 . \tag{2.7}
\end{equation*}
$$

A locally bounded lower semicontinuous function $u:[0, T) \times \bar{\Omega} \rightarrow \mathbb{R}$ is a metric viscosity supersolution of (1.1)- (1.2) if $u(t, x) \geq f(t, x)$ on $(0, T) \times \partial \Omega, u(0, x) \geq g(x)$ on $\Omega$, and whenever $u-\psi$ has a local minimum at $(t, x)$ for some $\psi \in \overline{\mathcal{C}}$, then

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H^{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(t, x, u(t, x),\left|\nabla \psi_{1}(t, x)\right|\right) \geq 0 . \tag{2.8}
\end{equation*}
$$

A continuous function $u:[0, T) \times \bar{\Omega} \rightarrow \mathbb{R}$ is a metric viscosity solution of (1.1)-(1.2) if is both a metric viscosity subsolution and a metric viscosity supersolution of (1.1)- (1.2).

Definition 2.6. A locally bounded upper semicontinuous function $u: \bar{\Omega} \rightarrow \mathbb{R}$ is a metric viscosity subsolution of (1.3)- 1.4) if $u(x) \leq f(x)$ on $\partial \Omega$, and whenever $u-\psi$ has a local maximum at $x$ for some $\psi \in \underline{\mathcal{C}}$, then

$$
\begin{equation*}
H_{\left|\nabla \psi_{2}(x)\right|^{*}}\left(x, u(x),\left|\nabla \psi_{1}(x)\right|\right) \leq 0 . \tag{2.9}
\end{equation*}
$$

A locally bounded lower semicontinuous function $u: \bar{\Omega} \rightarrow \mathbb{R}$ is a metric viscosity supersolution of (1.3)- (1.4) if $u(x) \geq f(x)$ on $\partial \Omega$, and whenever $u-\psi$ has a local minimum at $x$ for some $\psi \in \overline{\mathcal{C}}$, then

$$
\begin{equation*}
H^{\left|\nabla \psi_{2}(x)\right|^{*}}\left(x, u(x),\left|\nabla \psi_{1}(x)\right|\right) \geq 0 . \tag{2.10}
\end{equation*}
$$

A continuous function $u: \bar{\Omega} \rightarrow \mathbb{R}$ is a metric viscosity solution of (1.3)- (1.4) if it is both a metric viscosity subsolution and a metric viscosity supersolution of (1.3)- (1.4).

Compared to the definition in [39] we added the requirement that metric viscosity subsolution/supersolutions be locally bounded. This is not essential but it allows to weaken some of the conditions on the Hamiltonian $H$. We will mostly work with $\Omega=\mathbb{S}$. We stated the definition of viscosity solution for equation (1.1)-(1.2) defined in $(0, T) \times \Omega$, however we may often need to use the notion of viscosity subsolution/supersolution in an open subset $Q$ of $(0, T) \times \mathbb{S}$ without reference to initial and boundary conditions. We will then say that an upper/lower semicontinuous function $u: Q \rightarrow \mathbb{R}$ is a metric viscosity subsolution/supersolution of (1.1) in $Q$ if (2.7) / (2.8) is satisfied whenever $u-\psi$ has a local maximum/minimum in $Q$. Initial and boundary conditions are disregarded in this case.

There are many similarities and several differences between our definition of metric viscosity solution and the one in [1]. The basic principle is similar however the approach is different. The authors in [1] take a very restrictive class of test functions, basically enough functions to prove comparison principle, and then define upper and lower versions of the Hamiltonian for the subsolution and the supersolution test functions. This seems to be rather cumbersome from the practical point of view, for instance if one wants to use a different perturbed optimization technique or use a different cut-off function one has to redefine the upper and lower Hamiltonians. Having few test functions is also restrictive. For instance the sum of two test functions in in is not a test function, and the product of a test function and a smooth function of time is not a test function. It would be impossible to prove the results of Section 3 without using test functions which are more general than these allowed in [1. Many viscosity solution techniques require a wider class of test functions. This issue is rather technical but we think it is better to have a definition that allows for more flexibility in the use of test functions and is not tied to any specific form of them as in [1]. Another difference between the results of [1] and these in our paper is that in [1] the assumptions
were introduced through the Lagrangian. We introduce the assumptions directly through the Hamiltonian. This makes the conditions more transparent from the PDE point of view.

Definition 2.7. We say that $\psi$ is a strong metric subsolution of (1.1) in an open subset $Q$ of $(0, T) \times \mathbb{S}$ if $\psi=\psi_{1}+\psi_{2} \in \overline{\mathcal{C}}$ and

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H^{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(t, x, \psi(t, x),\left|\nabla \psi_{1}(t, x)\right|\right) \leq 0 \quad \text { for }(t, x) \in Q . \tag{2.11}
\end{equation*}
$$

We say that $\psi$ is a strong metric supersolution of (1.1) in an open subset $Q$ of $(0, T) \times \mathbb{S}$ if $\psi=\psi_{1}+\psi_{2} \in \underline{\mathcal{C}}$ and

$$
\begin{equation*}
\partial_{t} \psi(t, x)+H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}\left(t, x, \psi(t, x),\left|\nabla \psi_{1}(t, x)\right|\right) \geq 0 \quad \text { for }(t, x) \in Q . \tag{2.12}
\end{equation*}
$$

Strong metric viscosity sub/super-solutions of time independent equations are defined similarly. We want to alert the reader that strong metric subsolutions are supersolution test functions and strong metric supersolutions are subsolution test functions, $H^{\left|\nabla \psi_{2}(t, x)\right|^{*}}$ is used in (2.11) instead of $H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}$ in (2.7), and $H_{\left|\nabla \psi_{2}(t, x)\right|^{*}}$ is used in (2.12) instead of $H^{\left|\nabla \psi_{2}(t, x)\right|^{*}}$ in (2.8). Thus inequalities (2.7) and (2.8) are stronger than (2.11) and (2.12).

Lemma 2.8. If $\psi$ is a strong metric subsolution (respectively, supersolution) of (1.1) in an open set $Q \subset(0, T) \times \mathbb{S}$ then it is a metric viscosity subsolution (respectively, supersolution) of (1.1) in $Q$.

Proof. We will only do the proof for the subsolution case. Suppose that $\psi=\psi_{1}+\psi_{2} \in \overline{\mathcal{C}}$ satisfies (2.11) in $Q$ and let $\psi-\tilde{\psi}$ have a local maximum at $(t, x) \in Q$ for some $\tilde{\psi}=\tilde{\psi}_{1}+\tilde{\psi}_{2} \in \underline{\mathcal{C}}$. Then $\partial_{t} \tilde{\psi}(t, x)=\partial_{t} \psi(t, x)$ and

$$
\begin{equation*}
\left|\nabla^{+}\left(\psi_{1}-\tilde{\psi}_{1}\right)(t, x)\right| \leq\left|\nabla^{+}\left(\tilde{\psi}_{2}-\psi_{2}\right)(t, x)\right| \leq\left|\nabla\left(\tilde{\psi}_{2}-\psi_{2}\right)(t, x)\right| . \tag{2.13}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
\left|\nabla^{+}\left(\tilde{\psi}_{2}-\psi_{2}\right)(t, x)\right| & \geq \limsup _{y \rightarrow x} \frac{\left.\left.\left[\left(\psi_{1}-\tilde{\psi}_{1}\right)(t, y)\right)-\left(\psi_{1}-\tilde{\psi}_{1}\right)(t, x)\right)\right]_{+}}{d(y, x)} \\
& \geq \limsup _{y \rightarrow x} \frac{\left.\left[\psi_{1}(t, y)\right)-\psi_{1}(t, x)\right]_{+}}{d(y, x)}-\limsup _{y \rightarrow x} \frac{\left|\tilde{\psi}_{1}(t, y)-\tilde{\psi}_{1}(t, x)\right|}{d(y, x)} \\
& =\left|\nabla^{+} \psi_{1}(t, x)\right|-\left|\nabla \tilde{\psi}_{1}(t, x)\right|=\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \tilde{\psi}_{1}(t, x)\right| .
\end{aligned}
$$

Likewise we obtain

$$
\begin{aligned}
\left|\nabla^{+}\left(\tilde{\psi}_{2}-\psi_{2}\right)(t, x)\right| & \geq\left|\nabla^{+}\left(-\tilde{\psi}_{1}\right)(t, x)\right|-\left|\nabla \psi_{1}(t, x)\right| \\
& =\left|\nabla^{-} \tilde{\psi}_{1}(t, x)\right|-\left|\nabla \psi_{1}(t, x)\right| \\
& =\left|\nabla \tilde{\psi}_{1}(t, x)\right|-\left|\nabla \psi_{1}(t, x)\right| .
\end{aligned}
$$

It thus follows from the above two inequalities and (2.13) that

$$
\left|\left|\nabla \tilde{\psi}_{1}(t, x)\right|-\left|\nabla \psi_{1}(t, x)\right|\right| \leq\left|\nabla\left(\tilde{\psi}_{2}-\psi_{2}\right)(t, x)\right| \leq\left|\nabla \psi_{2}(t, x)\right|+\left|\nabla \tilde{\psi}_{2}(t, x)\right|
$$

We apply Remark 2.4 with

$$
a:=\left|\nabla \psi_{1}(t, x)\right|, \quad b:=\left|\nabla \tilde{\psi}_{1}(t, x)\right|, \quad r_{1}:=\left|\nabla \psi_{2}(t, x)\right|, \quad r_{0}:=\left|\nabla \tilde{\psi}_{2}(t, x)\right|
$$

and use (2.11) to obtain

$$
\partial_{t} \tilde{\psi}(t, x)+H_{\left|\nabla \tilde{\psi}_{2}(t, x)\right|^{*}}\left(t, x, \psi(t, x),\left|\nabla \tilde{\psi}_{1}(t, x)\right|\right) \leq 0
$$

which completes the proof.
The following result is a combination of Ekeland's lemma [26] and a smooth perturbed optimization technique of [27, 53]. It follows from the proof of the Theorem on page 82, in [49. The result in 49] was stated in a Banach space, however the proof is the same if a Banach space is replaced by a complete metric space. The statement of the lemma below is simpler than the statement of the corresponding Lemma 7.4 in [39] which was based on Borwein-Preiss variational principle, however each can be used to give the same results.

Lemma 2.9. Let $K$ be a real Hilbert space with norm $|\cdot|_{K}$, and let $D$ be a bounded, closed subset of $\mathbb{S} \times K$. Let $\Phi: D \rightarrow[-\infty,+\infty)$ be upper semicontinuous, bounded from above and not be identically equal to $-\infty$. Then for every $\epsilon>0$ there exist $(\bar{x}, \bar{y}) \in D$ and $p_{\epsilon} \in K,\left|p_{\epsilon}\right|_{K}<\epsilon$, such that

$$
\Phi(x, y)-\epsilon d(x, \bar{x})+\left\langle p_{\epsilon}, y\right\rangle
$$

has a maximum over $D$ at $(\bar{x}, \bar{y})$, and

$$
\Phi(\bar{x}, \bar{y})>\sup _{\Omega} \Phi-\epsilon .
$$

## 3. General Hamiltonians with Sublinear Growth

We will only study the case $\Omega=\mathbb{S}$. Let $x_{0}$ be a fixed element of $\mathbb{S}$. The Hamiltonian $H$ was initially defined on $(0, T) \times \mathbb{S} \times \mathbb{R} \times[0,+\infty)$ and then extended by (2.6). Here we assume from the beginning that $H$ is defined on $(0, T) \times \mathbb{S} \times \mathbb{R} \times \mathbb{R}$. Thus all the results are true for possibly other extensions of the original $H$. We make the following assumptions.

- (A1) $H$ is uniformly continuous on bounded subsets of $(0, T) \times \mathbb{S} \times \mathbb{R} \times \mathbb{R}$.
- (A2) There exists $\nu \geq 0$ such that for every $\left(t, x, r_{1}, r_{2}, s\right) \in(0, T) \times \mathbb{S} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$

$$
H\left(t, x, r_{1}, s\right)-H\left(t, x, r_{2}, s\right) \geq \nu\left(r_{1}-r_{2}\right) \quad \text { if } r_{1} \geq r_{2} .
$$

- (A3) For every $R>0$ there is a modulus $\omega_{R}$ such that for every $(t, r, s) \in(0, T) \times$ $\mathbb{R} \times \mathbb{R}, x, y \in \mathbb{S}$
$|H(t, x, r, s)-H(t, y, r, s)| \leq \omega_{R}(d(x, y)(1+|s|)) \quad$ if $\max \left(d\left(x, x_{0}\right), d\left(y, x_{0}\right),|r|\right) \leq R$.
- (A4) There is $L \geq 0$ such that for every $(t, x, r, s, \tau) \in(0, T) \times \mathbb{S} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$

$$
|H(t, x, r, s)-H(t, x, r, \tau)| \leq L\left(1+d\left(x, x_{0}\right)\right)|s-\tau|
$$

- (A5) For every $R>0$ there is a modulus $\sigma_{R}$ such that

$$
|g(x)-g(y)| \leq \sigma_{R}(d(x, y)) \quad \text { if } \quad \max \left(d\left(x, x_{0}\right), d\left(y, x_{0}\right)\right) \leq R
$$

Remark 3.1. Observe that by (A4)

$$
\left|H(t, x, r, s)-H_{\eta}(t, x, r, s)\right|,\left|H(t, x, r, s)-H^{\eta}(t, x, r, s)\right| \leq L\left(1+d\left(x, x_{0}\right)\right) \eta .
$$

3.1. Preliminaries. We recall a technique that will be used in many proofs (see also [48]). Suppose ( $A 1-A 5$ ) are satisfied. Let $u$ be a metric viscosity subsolution of (1.1) and $v$ be a metric viscosity supersolution of (1.1) such that there are constants $c, \bar{k} \geq 0$ such that

$$
\begin{equation*}
u(t, x),-v(t, x) \leq c\left(1+d^{\bar{k}}\left(x, x_{0}\right)\right), \quad \text { for all } t \in[0, T), x \in \mathbb{S} . \tag{3.14}
\end{equation*}
$$

Fix $\mu>0, k>\bar{k}, k \geq 1$ and set $M=L k+1$. We define

$$
\Psi_{0}(t, s, x, y)=u(t, x)-v(s, y)-\frac{\mu}{T-t}-\frac{\mu}{T-s}
$$

for $t, s \in[0, T)$ and $x, y \in \mathbb{S}$. For these variables and for $\delta, \epsilon, \beta>0$ we define

$$
\begin{gathered}
\Psi_{\delta}(t, s, x, y)=\Psi_{0}(t, s, x, y)-\delta\left(e^{M t} d^{k}\left(x, x_{0}\right)+e^{M s} d^{k}\left(y, x_{0}\right)\right) \\
\Psi_{\delta, \epsilon}(t, s, x, y)=\Psi_{\delta}(t, s, x, y)-\frac{d^{2}(x, y)}{2 \epsilon}, \quad \Psi_{\delta, \epsilon, \beta}(t, s, x, y)=\Psi_{\delta, \epsilon}(t, s, x, y)-\frac{(t-s)^{2}}{2 \beta} .
\end{gathered}
$$

For $\eta, \gamma, R>0$ we consider the sets

$$
\begin{aligned}
& \mathcal{E}_{\eta}=\left\{(t, s, x, y) \in[0, T)^{2} \times \mathbb{S}^{2}:|t-s|<\eta\right\} \\
& \mathcal{E}_{\eta, \gamma}=\left\{(t, s, x, y) \in \mathcal{E}_{\eta}: d(x, y)<\gamma\right\} \\
& \mathcal{E}_{\eta, \gamma, R}=\left\{(t, s, x, y) \in \mathcal{E}_{\eta, \gamma}: d\left(x, x_{0}\right)+d\left(y, x_{0}\right) \leq R\right\}
\end{aligned}
$$

We set

$$
\begin{align*}
& m:=\lim _{R \rightarrow+\infty} \lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup \left\{\Psi_{0}(t, s, x, y):(t, s, x, y) \in \mathcal{E}_{\eta, \gamma, R}\right\} \in(\infty, \infty]  \tag{3.15}\\
& m_{\delta}:=\lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta}(t, s, x, y) \\
& m_{\delta, \epsilon}:=\lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta}} \Psi_{\delta, \epsilon}, \quad m_{\delta, \epsilon, \beta}:=\sup _{[0, T)^{2} \times \mathbb{S}^{2}} \Psi_{\delta, \epsilon, \beta} .
\end{align*}
$$

Remark 3.2. The following hold:

$$
\begin{align*}
& m=\lim _{\delta \rightarrow 0} m_{\delta}  \tag{3.16}\\
& m_{\delta}=\lim _{\epsilon \rightarrow 0} m_{\delta, \epsilon}  \tag{3.17}\\
& m_{\delta, \epsilon}=\lim _{\beta \rightarrow 0} m_{\delta, \epsilon, \beta} \tag{3.18}
\end{align*}
$$

Proof. We only prove (3.16) and (3.17) and omit the proof of (3.18) which is similar to that of (3.17). We have

$$
\sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta} \geq \sup _{\mathcal{E}_{\eta, \gamma, R}} \Psi_{\delta} \geq \sup _{\mathcal{E}_{\eta, \gamma, R}} \Psi_{0}-2 R^{k} \delta e^{M T}
$$
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Thus,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} m_{\delta} \geq \lim _{\delta \rightarrow 0} \lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma, R}}\left(\Psi_{0}-2 R^{k} \delta e^{M T}\right)=\lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma, R}} \Psi_{0} . \tag{3.19}
\end{equation*}
$$

Letting $R$ tend to $+\infty$ in (3.19) we obtain $m \leq \lim _{\delta \rightarrow 0} m_{\delta}$. Moreover, because of (3.14), for every $\delta>0$ there is $R^{\delta}$ such that $\lim _{\delta \rightarrow 0} R^{\delta}=+\infty$ and

$$
\sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta}=\sup _{\mathcal{E}_{\eta, \gamma, R^{\delta}}} \Psi_{\delta} .
$$

Therefore

$$
\lim _{\delta \rightarrow 0} m_{\delta}=\lim _{\delta \rightarrow 0} \lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma, R^{\delta}}} \Psi_{\delta} \leq \lim _{\delta \rightarrow 0} \lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma, R^{\delta}}} \Psi_{0}=m .
$$

We have

$$
\sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta}=\sup _{\mathcal{E}_{\eta, \gamma}}\left\{\frac{d^{2}(x, y)}{2 \epsilon}+\Psi_{\delta, \epsilon}\right\} \leq \frac{\gamma^{2}}{2 \epsilon}+\sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta, \epsilon} \leq \frac{\gamma^{2}}{2 \epsilon}+\sup _{\mathcal{E}_{\eta}} \Psi_{\delta, \epsilon} .
$$

Hence,

$$
\begin{equation*}
m_{\delta}=\lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta} \leq \lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0}\left(\frac{\gamma^{2}}{2 \epsilon}+\sup _{\mathcal{E}_{\eta}} \Psi_{\delta, \epsilon}\right)=m_{\delta, \epsilon}, \tag{3.20}
\end{equation*}
$$

which implies $m_{\delta} \leq \lim _{\epsilon \rightarrow 0} m_{\delta, \epsilon}$.
We fix $\delta>0$. For $\eta, \epsilon>0$, let $\left(t_{\eta}^{\epsilon}, s_{\eta}^{\epsilon}, x_{\eta}^{\epsilon}, y_{\eta}^{\epsilon}\right)$ be points in $\subset[0, T)^{2} \times \mathbb{S}^{2}$ such that $\left|t_{\eta}^{\epsilon}-s_{\eta}^{\epsilon}\right|<\eta$ and

$$
\begin{equation*}
\sup _{\mathcal{E}_{\eta}} \Psi_{\delta, \epsilon} \leq \eta+\Psi_{\delta, \epsilon}\left(t_{\eta}^{\epsilon}, s_{\eta}^{\epsilon}, x_{\eta}^{\epsilon}, y_{\eta}^{\epsilon}\right) \tag{3.21}
\end{equation*}
$$

Because of (3.14) and (3.21) it is clear that we must have $d\left(x_{\eta}^{\epsilon}, y_{\eta}^{\epsilon}\right)<C_{\delta} \sqrt{\epsilon}$ for some constant $C_{\delta}$. Therefore, by (3.21),

$$
\begin{aligned}
& m_{\delta}=\lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, \gamma}} \Psi_{\delta}=\lim _{\epsilon \rightarrow 0} \lim _{\eta \rightarrow 0} \sup _{\mathcal{E}_{\eta, C_{\delta \sqrt{\epsilon}}}} \Psi_{\delta} \\
& \geq \lim _{\epsilon \rightarrow 0} \lim _{\eta \rightarrow 0} \Psi_{\delta, \epsilon}\left(\epsilon_{\eta}^{\epsilon}, s_{\eta}^{\epsilon}, x_{\eta}^{\epsilon}, y_{\eta}^{\epsilon}\right) \geq \lim _{\epsilon \rightarrow 0} \lim _{\eta \rightarrow 0}\left(\sup _{\mathcal{E}_{\eta}} \Psi_{\delta, \epsilon}-\eta\right)=\lim _{\epsilon \rightarrow 0} m_{\delta, \epsilon} .
\end{aligned}
$$

### 3.2. Time dependent problems.

Proposition 3.3 (A comparison principle). Let ( $A 1-A 5$ ) be satisfied. Let u be a metric viscosity subsolution of (1.1) and $v$ be a metric viscosity supersolution of (1.1)- (1.2) such that (3.14) holds and

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left([u(t, x)-g(x)]_{+}+[v(t, x)-g(x)]_{-}\right)=0 \tag{3.22}
\end{equation*}
$$

uniformly on bounded subsets of $\mathbb{S}$. Then for every $0<T_{1}<T$

$$
\begin{equation*}
\lim _{R \rightarrow+\infty} \lim _{\gamma \rightarrow 0} \lim _{\eta \rightarrow 0} \sup \left\{u(t, x)-v(s, y):(t, s, x, y) \in \mathcal{E}_{\eta, \gamma, R}, 0 \leq t, s<T_{1}\right\} \leq 0 \tag{3.23}
\end{equation*}
$$

In particular $u \leq v$.

Proof. Let $k>\bar{k}, k \geq 1$, and let $M=L k+1$. Suppose that (3.23) is not true. Then for sufficiently small $\mu>0$, defining $m$ as in (3.15), we have $m>0$.

We notice that there is a constant $c_{1}$ (depending only on $L, k$ ) such that

$$
\begin{equation*}
M r^{k}-L k(1+r) r^{k-1} \geq c_{1}, \quad \text { for all } r \geq 0 \tag{3.24}
\end{equation*}
$$

Moreover if $\tilde{\psi}(t, x)=e^{M t} d^{k}\left(x, x_{0}\right)$, we have

$$
\begin{equation*}
|\nabla \tilde{\psi}(t, x)|^{*}=k e^{M t} d^{k-1}\left(x, x_{0}\right) . \tag{3.25}
\end{equation*}
$$

In the sequel, we use the function $\Psi$ in place of $\Psi_{\delta, \epsilon, \beta}$ and we set $\Psi(t, s, x, y)=-\infty$ if either $t=T$ or $s=T$. Since $\Psi(t, s, x, y) \rightarrow-\infty$ as $\min \left(d\left(x, x_{0}\right), d\left(y, x_{0}\right)\right) \rightarrow+\infty$, uniformly for $t, s \in[0, T]$ and $\epsilon, \beta$, using Lemma 2.9 in $[0, T] \times[0, T] \times \bar{B}_{R_{\delta}}\left(x_{0}\right) \times \bar{B}_{R_{\delta}}\left(x_{0}\right)$ for big enough $R_{\delta}$, for every $n \geq 1$ there are $a_{n}, b_{n} \in \mathbb{R},\left|a_{n}\right|+\left|b_{n}\right| \leq \frac{1}{n}$, and $(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \in[0, T] \times[0, T] \times$ $\bar{B}_{R_{\delta}}\left(x_{0}\right) \times \bar{B}_{R_{\delta}}\left(x_{0}\right)$ such that

$$
\Psi(t, s, x, y)+a_{n} t+b_{n} s-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a global maximum over $[0, T] \times[0, T] \times \mathbb{S} \times \mathbb{S}$ at $(\bar{t}, \bar{s}, \bar{x}, \bar{y})$. Thus if $\delta$ is fixed, for some constant $\tilde{R}_{\delta}$, independent of $\epsilon, \beta, n$, we have

$$
\begin{equation*}
d\left(\bar{x}, x_{0}\right), d\left(\bar{y}, x_{0}\right),|u(\bar{t}, \bar{x})|,|v(\bar{s}, \bar{y})| \leq \tilde{R}_{\delta} \tag{3.26}
\end{equation*}
$$

Moreover we have

$$
\begin{equation*}
m_{\delta, \epsilon, \beta} \leq \Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y})+\frac{1}{n} . \tag{3.27}
\end{equation*}
$$

We can then conclude

$$
\begin{equation*}
m_{\delta, \epsilon, \beta}+\frac{(\bar{t}-\bar{s})^{2}}{4 \beta} \leq \Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y})+\frac{(\bar{t}-\bar{s})^{2}}{4 \beta}+\frac{1}{n} \leq m_{\delta, \epsilon, 2 \beta}+\frac{1}{n} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\delta, \epsilon, \beta}+\frac{d^{2}(\bar{x}, \bar{y})}{4 \epsilon}+\frac{(\bar{t}-\bar{s})^{2}}{4 \beta} \leq m_{\delta, 2 \epsilon, 2 \beta}+\frac{1}{n} . \tag{3.29}
\end{equation*}
$$

It thus follows from (3.28) and (3.18) that

$$
\begin{equation*}
\lim _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{(\bar{t}-\bar{s})^{2}}{\beta}=0 \quad \text { for every } \delta, \epsilon>0 \tag{3.30}
\end{equation*}
$$

Moreover (3.17), (3.29) and (3.30) imply

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}=0 \quad \text { for every } \delta>0 \tag{3.31}
\end{equation*}
$$

It now follows from (3.16), (3.17), (3.18), (3.27), (3.30) and (3.31) that there are $\tilde{m}>0, \delta_{0}>0$ such that for $\delta<\delta_{0}$

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \liminf _{\beta \rightarrow 0} \liminf _{n \rightarrow \infty}(u(\bar{t}, \bar{x})-v(\bar{s}, \bar{y})) \geq \tilde{m}>0 \tag{3.32}
\end{equation*}
$$

Thus (3.32), together with (3.22), (3.30), (3.31) and (A5), implies that if $\delta, \epsilon, \beta$ are small enough and $n$ is sufficiently big we must have $0<\bar{t}, \bar{s}<T$.

Setting $\psi=\psi_{1}+\psi_{2}$ where

$$
\psi_{1}(t, x)=\frac{d^{2}(x, \bar{y})}{2 \epsilon}, \quad \psi_{2}(t, x)=-a_{n} t+\frac{1}{n} d\left(x, x_{0}\right)+\frac{\mu}{T-t}+\delta e^{M t} d^{k}\left(x, x_{0}\right)+\frac{(t-\bar{s})^{2}}{2 \beta},
$$

we have $\psi \in \underline{\mathcal{C}}$ and

$$
\begin{equation*}
\left|\nabla \psi_{1}\right|(t, x)=\frac{d(x, \bar{y})}{\epsilon}, \quad\left|\nabla \psi_{2}\right|^{*}(t, x) \leq \delta\left|\nabla \tilde{\psi}_{2}(t, x)\right|^{*}+\frac{1}{n}=\delta k e^{M t} d^{k-1}\left(x, x_{0}\right)+\frac{1}{n} . \tag{3.33}
\end{equation*}
$$

Thus, by the definition of metric viscosity subsolution and the maximality property of $u-\psi$ at $(\bar{t}, \bar{x})$,

$$
\frac{\mu}{(T-\bar{t})^{2}}+\frac{\bar{t}-\bar{s}}{\beta}+\delta M e^{M \bar{t}} d^{k}\left(\bar{x}, x_{0}\right)-a_{n}+H_{\left|\nabla \psi_{2}(\bar{t}, \bar{x})\right|^{*}}\left(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \leq 0 .
$$

This, together with Remark (3.1) (3.24) and (3.33) yields

$$
\begin{align*}
\frac{\mu}{T^{2}} & +\frac{\bar{t}-\bar{s}}{\beta}+H\left(\bar{t}, \bar{x}, \bar{u}, \frac{\bar{d}}{\epsilon}\right) \\
& \leq H\left(\bar{t}, \bar{x}, \bar{u}, \frac{\bar{d}}{\epsilon}\right)-H_{\delta|\nabla \tilde{\psi}(\bar{t}, \bar{x})|^{*}+\frac{1}{n}}\left(\bar{t}, \bar{x}, \bar{u}, \frac{\bar{d}}{\epsilon}\right)-\delta M e^{M \bar{t}} d^{k}\left(\bar{x}, x_{0}\right)+a_{n} \\
& \leq L\left(1+d\left(\bar{x}, x_{0}\right)\right)\left(\delta k e^{M \bar{t}} d^{k-1}\left(\bar{x}, x_{0}\right)+\frac{1}{n}\right)-\delta M e^{M \bar{t}} d^{k}\left(\bar{x}, x_{0}\right)+a_{n} \\
& =a_{n}+\frac{L}{n}\left(1+d\left(\bar{x}, x_{0}\right)\right)+\delta e^{M \bar{t}} d^{k-1}\left(\bar{x}, x_{0}\right)\left(L k\left(1+d\left(\bar{x}, x_{0}\right)\right)-M d\left(\bar{x}, x_{0}\right)\right) \\
& \leq \frac{1}{n}+\frac{L}{n}\left(1+\tilde{R}_{\delta}\right)+\left|c_{1}\right| \delta e^{M T}=: \rho_{1}(\delta, n), \tag{3.34}
\end{align*}
$$

where, we have set

$$
\bar{u}:=u(\bar{t}, \bar{x}), \bar{d}=d(\bar{x}, \bar{y}) .
$$

We notice that

$$
\lim _{\delta \rightarrow 0} \lim _{n \rightarrow+\infty} \rho_{1}(\delta ; n)=0
$$

Similarly, since $v$ is a metric viscosity subsolution,

$$
\begin{equation*}
\frac{\mu}{T^{2}}-\frac{\bar{t}-\bar{s}}{\beta}-H\left(\bar{s}, \bar{y}, \bar{v}, \frac{\bar{d}}{\epsilon}\right) \leq \rho_{1}(\delta, n) . \tag{3.35}
\end{equation*}
$$

It follows from $(A 1)$ and (3.26) that

$$
\begin{equation*}
\left|H\left(\bar{s}, \bar{y}, \bar{v}, \frac{\bar{d}}{\epsilon}\right)-H\left(\bar{t}, \bar{y}, \bar{v}, \frac{\bar{d}}{\epsilon}\right)\right| \leq \rho_{2}(\delta, \epsilon ; \beta, n), \tag{3.36}
\end{equation*}
$$

where

$$
\lim _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty} \rho_{2}(\delta, \epsilon ; \beta, n)=0
$$

Therefore, (3.32), (3.35) and (3.36), give

$$
\begin{equation*}
\frac{\mu}{T^{2}}-\frac{\bar{t}-\bar{s}}{\beta}-H\left(\bar{t}, \bar{y}, \bar{u}, \frac{\bar{d}}{\epsilon}\right) \leq \rho_{1}(\delta, n)+\rho_{2}(\delta, \epsilon ; \beta, n) \tag{3.37}
\end{equation*}
$$

if $\delta<\delta_{0}$, and $\epsilon, \beta, 1 / n$ are small enough.
Adding (3.34) to (3.37) and using (A3) we obtain for such $\delta, \epsilon, \beta, n$

$$
\begin{align*}
\frac{2 \mu}{T^{2}} & \leq H\left(\bar{t}, \bar{y}, \bar{u}, \frac{\bar{d}}{\epsilon}\right)-H\left(\bar{t}, \bar{x}, \bar{u}, \frac{\bar{d}}{\epsilon}\right)+2 \rho_{1}(\delta, n)+\rho_{2}(\delta, \epsilon ; \beta, n) \\
& \leq \omega_{\tilde{R}_{\delta}}\left(d(\bar{x}, \bar{y})+\frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}\right)+2 \rho_{1}(\delta, n)+\rho_{2}(\delta, \epsilon ; \beta, n) \tag{3.38}
\end{align*}
$$

It remains to take $\lim _{\delta \rightarrow 0} \lim \sup _{\epsilon \rightarrow 0} \lim \sup _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty}$ in (3.38) and use (3.31) to obtain a contradiction.

Theorem 3.4 (Existence and uniqueness for bounded initial value functions). Let $(A 1)-(A 5)$ be satisfied, let $g$ be bounded, and let for every $M>0$

$$
\begin{equation*}
\sup \{|H(t, x, r, 0)|:(t, x) \in(0, T) \times \mathbb{S},|r| \leq M\}=K_{M}<+\infty \tag{3.39}
\end{equation*}
$$

Then there exists a unique bounded metric viscosity solution $u$ of (1.1)-(1.2) satisfying

$$
\begin{equation*}
\lim _{t \rightarrow 0}|u(t, x)-g(x)|=0 \tag{3.40}
\end{equation*}
$$

uniformly on bounded subsets of $\mathbb{S}$. The solution $u$ is uniformly continuous on bounded subsets of $[0, T) \times \mathbb{S}$.

Proof. We need to produce a metric viscosity subsolution and a a metric viscosity supersolution of (1.1). The existence of a metric viscosity solution is then obtained by Perron's method which was established in 39 for a slightly less general equation. However the method and its proof remain the same for the current case and therefore will not reproduce it here.

We explain how to show the existence of a supersolution. Given $C>0$, using $(A 2)$ we have

$$
C+H\left(t, x, C t+\|g\|_{\infty}, 0\right) \geq C+H(t, x, 0,0) \geq C-K_{0}
$$

In light of (3.39) and Lemma 2.8 we conclude that if $C>0$ is large enough, the function $w(t, x)=C t+\|g\|_{\infty}$ is a metric viscosity supersolution of (1.1). Let $R>0$ and let $\sigma_{R}$ be the modulus of continuity of $g$ on $\left\{x: d\left(x, x_{0}\right) \leq R+1\right\}$. For $\epsilon>0$ let $a_{\epsilon, R}>0$ be such that $\sigma_{R}(s) \leq \epsilon+a_{\epsilon, R} s, s \geq 0$ and $a_{\epsilon, R}>C T+2\|g\|_{\infty}$. Then for every $y \in \mathbb{S}$ such that $d\left(y, x_{0}\right) \leq R$, $g(y)+\epsilon+a_{\epsilon, R} d(x, y) \geq g(x) x \in \mathbb{S}, \quad g(y)+\epsilon+a_{\epsilon, R} d(x, y)>w(t, x) t \in(0, T), d(x, y) \geq 1$. Therefore it follows from $(A 2),(A 4),(3.39)$ and Lemma 2.8 that there are constants $C_{\epsilon, R}>0$ such that if $d\left(y, x_{0}\right) \leq R$ then the function $w_{\epsilon, y}(t, x):=C_{\epsilon, R} t+g(y)+\epsilon+a_{\epsilon, R} d(x, y)$ satisfies

$$
w(0, x) \geq g(x) x \in \mathbb{S}, \quad w_{\epsilon, y}(t, x)>w(t, x) t \in(0, T), d(x, y) \geq 1
$$

and the function $w_{\epsilon, y}$ is a strong metric (and hence viscosity) supersolution of (1.1) in $(0, T) \times$ $\{x: d(x, y)<1\}$. Then the function $\bar{w}_{\epsilon, y}:=\min \left(w, w_{\epsilon, y}\right)$ is a metric viscosity supersolution of (1.1)-(1.2) in $[0, T) \times \mathbb{S}$. Repeating the proof of Step 1 of Theorem 7.6 of 39 it is now easy to see that the function

$$
\bar{u}(t, x):=\left(\inf \left\{\bar{w}_{\epsilon, y}(t, x): \epsilon>0, y \in \mathbb{S}\right\}\right)_{*}
$$

is a bounded metric viscosity supersolution of (1.1) which satisfies

$$
\lim _{t \rightarrow 0}\left[(\bar{u})^{*}(t, x)-g(x)\right]_{+}=0
$$

uniformly on bounded subsets of $\mathbb{S}$. A bounded metric viscosity subsolution $\underline{u}$ of (1.1)- (1.2) satisfying

$$
\lim _{t \rightarrow 0}\left[(\underline{u})_{*}(t, x)-g(x)\right]_{-}=0
$$

uniformly on bounded subsets of $\mathbb{S}$ is constructed by the same arguments applied to the subsolution case. We remind that by Proposition 3.3, comparison principle holds for bounded (in fact polynomially growing) sub- and supersolutions of (1.1)- (1.2) satisfying 3.22 It follows from construction and comparison that $\underline{u} \leq(\bar{u})^{*}$ and $(\underline{u})_{*} \leq \bar{u}$ and hence comparison ensures that $\underline{u} \leq \bar{u}$. Therefore, by Perron's method, the function

$$
u(t, x)=\sup \{v(t, x): v \text { is a metric viscosity subsolution of (1.1), } \underline{u} \leq v \leq \bar{u}\}
$$

is the unique bounded metric viscosity solution of (1.1)-(1.2). The uniform continuity of $u$ on bounded subsets of $[0, T) \times \mathbb{S}$ follows from (3.23) applied with $v=u$.

The next theorem is a domain of dependence type result. Results of this type are known in Euclidean spaces, see Lemma VI. 1 of 20], and in Hilbert spaces, see 21. Our proof is an adaptation of the proof of Lemma VI. 1 of [20] to the metric case. For $R>0$ we denote

$$
\Delta_{R}:=\left\{(t, x) \in(0, T) \times \mathbb{S}: d\left(x, x_{0}\right)<R e^{-L t}-1\right\} .
$$

Theorem 3.5 (Domain dependence and a comparison principle). Let (A1) - (A4) be satisfied. Let $u$ be a metric viscosity subsolution of (1.1)-(1.2) with initial condition $g_{1}$ and $v$ be a metric viscosity supersolution of (1.1)-(1.2) with initial condition $g_{2}$. Let $g_{1}, g_{2}$ satisfy (A5) and let

$$
\begin{equation*}
\lim _{t \rightarrow 0}\left(\left[u(t, x)-g_{1}(x)\right]_{+}+\left[v(t, x)-g_{2}(x)\right]_{-}\right)=0 \tag{3.41}
\end{equation*}
$$

uniformly on bounded subsets of $\mathbb{S}$. Then for every $R>0$

$$
\begin{equation*}
\sup _{\Delta_{R}}(u-v) \leq \sup \left\{\left[g_{1}(x)-g_{2}(x)\right]_{+}: d\left(x, x_{0}\right)<R-1\right\} . \tag{3.42}
\end{equation*}
$$

In particular, if $(A 1)-(A 5)$ are true then there is at most one viscosity solution of (1.1)- (1.2) among functions in $C([0, T) \times \mathbb{S})$ satisfying 3.40) uniformly on bounded subsets of $\mathbb{S}$.

Proof. Let $R>0$. We define for $m \geq 1, h>0$ the functions

$$
w_{m}(t, x):=\exp \left(m\left[e^{L t}\left(1+d\left(x, x_{0}\right)\right)-R\right]\right)
$$

and the sets

$$
\Delta_{R}^{h}:=\left\{(t, x) \in(0, T) \times \mathbb{S}: d\left(x, x_{0}\right)<(R+h) e^{-L t}-1\right\}
$$

We notice that

$$
\begin{equation*}
\lim _{m \rightarrow+\infty} w_{m}(t, x)=0 \quad \text { for every }(t, x) \in \Delta_{R} . \tag{3.43}
\end{equation*}
$$

We consider for $\mu>0, \epsilon>0, \beta>0$ the function

$$
\Psi(t, s, x, y)=u(t, x)-v(s, y)-\frac{\mu}{T-t}-\frac{\mu}{T-s}-w_{m}(t, x)-w_{m}(s, y)-\frac{d^{2}(x, y)}{2 \epsilon}-\frac{(t-s)^{2}}{2 \beta}
$$

on $\bar{\Delta}_{R}^{h} \times \bar{\Delta}_{R}^{h}$, and we set $\Psi(t, s, x, y)=-\infty$ if either $t=T$ or $s=T$. Since $u$ and $v$ are locally bounded, the function $\psi$ is bounded above on $\bar{\Delta}_{R}^{h} \times \bar{\Delta}_{R}^{h}$. Furthermore, it is upper semicontinuous there, and so by Lemma 2.9 for every $n \geq 1$ there are $a_{n}, b_{n} \in \mathbb{R},\left|a_{n}\right|+\left|b_{n}\right| \leq$ $\frac{1}{n}$, and $(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \in \bar{\Delta}_{R}^{h} \times \bar{\Delta}_{R}^{h}$ such that

$$
\tilde{\Psi}(t, s, x, y):=\Psi(t, s, x, y)+a_{n} t+b_{n} s-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a maximum over $\bar{\Delta}_{R}^{h} \times \bar{\Delta}_{R}^{h}$ at $(\bar{t}, \bar{s}, \bar{x}, \bar{y})$. Similarly as in the proof of Proposition 3.3 we obtain

$$
\begin{align*}
& \lim _{\beta \rightarrow 0} \limsup _{n \rightarrow+\infty} \frac{(\bar{t}-\bar{s})^{2}}{\beta}=0 \quad \text { for every } m, \mu, \epsilon>0  \tag{3.44}\\
& \lim _{\epsilon \rightarrow 0} \limsup _{\beta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}=0 \quad \text { for every } m, \mu \tag{3.45}
\end{align*}
$$

Since

$$
\lim _{m \rightarrow+\infty} \inf \left\{w_{m}(t, x):(t, x) \in \partial \Delta_{R}^{h} \cap(0, T) \times \mathbb{S}\right\}=+\infty
$$

it follows that for large $m$ we must have

$$
(\bar{t}, \bar{x}, \bar{s}, \bar{y}) \notin \partial\left(\Delta_{R}^{h} \times \Delta_{R}^{h}\right) \cap((0, T] \times \mathbb{S} \times(0, T] \times \mathbb{S})
$$

If

$$
\begin{equation*}
\sup _{\Delta_{R}}(u-v)>\sup \left\{\left[g_{1}(x)-g_{2}(x)\right]_{+}: d\left(x, x_{0}\right)<R-1\right\}, \tag{3.46}
\end{equation*}
$$

then there is $(t, x) \in \Delta_{R}$ and $\gamma>0$ such that

$$
u(t, x)-v(t, x)>\sup \left\{\left[g_{1}(x)-g_{2}(x)\right]_{+}: d\left(x, x_{0}\right)<R-1\right\}+3 \gamma .
$$

It then follows from (3.43) that

$$
\begin{aligned}
\tilde{\Psi}(t, t, x, x) & >\sup \left\{\left[g_{1}(x)-g_{2}(x)\right]_{+}: d\left(x, x_{0}\right)<R-1\right\}+3 \gamma \\
& -\frac{2 \mu}{T-t}-2 w_{m}(t, x)+\left(a_{n}+b_{n}\right) t-\frac{1}{n}(d(x, \bar{x})+d(x, \bar{y})) \\
& >\sup \left\{\left[g_{1}(x)-g_{2}(x)\right]_{+}: d\left(x, x_{0}\right)<R-1\right\}+2 \gamma
\end{aligned}
$$

if $\mu<\mu_{0}, m>m_{0}, n>n_{0}$ for some $\mu_{0}, m_{0}, n_{0}$ independent of $\epsilon$ and $\beta$. Therefore, since $g_{1}, g_{2}$ satisfy ( $A 5$ ), we can assume that for $\mu<\mu_{0}, m>m_{0}, n>n_{0}$

$$
\sup _{\Delta_{R}^{h} \times \Delta_{R}^{h}} \tilde{\psi}>\sup \left\{\left[g_{1}(x)-g_{2}(x)\right]_{+}: d\left(x, x_{0}\right)<R+h-1\right\}+\gamma
$$

if $0<h<h_{0}$ for some $h_{0}>0$, and moreover

$$
\begin{equation*}
u(\bar{t}, \bar{x})>v(\bar{s}, \bar{y}) \tag{3.47}
\end{equation*}
$$

Now, (A5), (3.41), (3.44) and (3.45) imply that $0<\bar{t}, \bar{s}<T$ whenever $\mu<\mu_{0}, m>m_{0}$, $n>n_{0}$ and $\epsilon, \beta$ are sufficiently small. By the definition of metric viscosity subsolution we thus have
$\frac{\mu}{(T-\bar{t})^{2}}+\frac{\bar{t}-\bar{s}}{\beta}+m L e^{L \bar{t}}\left(1+d\left(\bar{x}, x_{0}\right)\right) w_{m}(\bar{t}, \bar{x})-a_{n}+H_{\left|\nabla w_{m}(\bar{t}, \bar{x})\right|^{*}+1 / n}\left(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \leq 0$, which, together with $(A 4)$ and $\left|\nabla w_{m}(\bar{t}, \bar{x})\right|^{*}=m e^{L \bar{t}} w_{m}(\bar{t}, \bar{x})$, gives

$$
\frac{\bar{t}-\bar{s}}{\beta}+H\left(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \leq-\frac{\mu}{T^{2}}+\rho_{1}\left(\frac{1}{n}\right)
$$

for some modulus $\rho_{1}$. Similarly we have

$$
\frac{\bar{t}-\bar{s}}{\beta}+H\left(\bar{s}, \bar{y}, v(\bar{s}, \bar{y}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \geq \frac{\mu}{T^{2}}-\bar{\rho}_{1}\left(\frac{1}{n}\right)
$$

Therefore, using $(A 1),(A 2)$, (3.30) and (3.47) implies

$$
\frac{2 \mu}{T^{2}} \leq H\left(\bar{t}, \bar{y}, u(\bar{t}, \bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-H\left(\bar{t}, \bar{x}, u(\bar{t}, \bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+\rho_{2}(\epsilon ; \beta, n)
$$

for $\mu<\mu_{0}, m>m_{0}$, where $\lim _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty} \rho_{2}(\epsilon ; \beta, n)=0$. This yields a contradiction after we invoke (A3), (3.31), and take $\lim _{\epsilon \rightarrow 0} \lim \sup _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty}$ as in the proof of Proposition 3.3. Therefore (3.42) must be true.

The uniqueness of viscosity solutions is a direct consequence of (3.42) when $g_{1}=g_{2}$.
Theorem 3.6 (Existence and uniqueness for general initial value functions). Let ( $A 1$ ) - ( $A 5$ ) be satisfied. Then there exists a metric viscosity solution $u$ of (1.1)-(1.2). The solution $u$ is uniformly continuous on bounded subsets of $[0, T) \times \mathbb{S}$ and is unique among functions in $C([0, T) \times \mathbb{S})$ satisfying 3.40$)$.

Proof. Let $h \in C_{0}^{\infty}(\mathbb{R})$ be such that $0 \leq h \leq 1$ and $h(\tau)=1$ for $|\tau| \leq 1$. Define for $n \geq 1$, $h_{n}(\tau):=h(\tau / n)$, and

$$
H_{n}(t, x, r, s):=h_{n}\left(d\left(x, x_{0}\right)\right) H(t, x, r, s), \quad g_{n}(x):=h_{n}\left(d\left(x, x_{0}\right)\right) g(x) .
$$

It is easy to see that $H_{n}, g_{n}$ satisfy $(A 1)-(A 5)$, with possibly different $\omega_{R}, \sigma_{R}$, however with the same constant $L$ in (A4). Moreover $H_{n}$ satisfies (3.39). Therefore, by Theorem 3.4 for every $n \geq 1$ the problem

$$
\left\{\begin{array}{l}
\partial_{t} u_{n}+H_{n}\left(t, x, u_{n},\left|\nabla u_{n}\right|\right)=0, \quad \text { in }(0, T) \times \mathbb{S},  \tag{3.48}\\
u_{n}(0, x)=g_{n}(x) \quad \text { on } \mathbb{S},
\end{array}\right.
$$

has a unique bounded metric viscosity solution $u_{n}$ which is uniformly continuous on bounded subsets of $[0, T) \times \mathbb{S}$. By Theorem [3.5 we have $u_{n}=u_{m}$ on $\Delta_{n}$ if $m>n$. Since for every $m>n, H_{n}(t, x, r, s)=H_{m}(t, x, r, s)=H(t, x, r, s)$ on $(0, T) \times \Delta_{n} \times \mathbb{R} \times \mathbb{S}$, it thus follows that the function

$$
u(t, x):=\lim _{n \rightarrow+\infty} u_{n}(t, x)
$$

is uniformly continuous on bounded subsets of $[0, T) \times \mathbb{S}, u=u_{n}$ on $\Delta_{n}$ for every $n \geq 1$, $u(0, x)=g(x)$ on $\mathbb{S}$, and $u$ is a metric viscosity solution of

$$
\left\{\begin{array}{l}
\partial_{t} u+H(t, x, u,|\nabla u|)=0, \quad \text { in }(0, T) \times \mathbb{S}, \\
u(0, x)=g(x) \quad \text { on } \mathbb{S} .
\end{array}\right.
$$

The uniqueness follows from Theorem 3.5]
3.3. Further results. We show here how to relax some conditions in a comparison theorem if we know in advance that either a subsolution or a supersolution is Lipschitz continuous. To minimize technicalities we only consider Hamiltonians $H=H(x, s)$ however the result would also hold for more general $H$. Theorem 3.7 can also be regarded as an improvement of Theorem 4.2 if a subsolution or a supersolution is Lipschitz continuous, since no convexity of $H(x, \cdot)$ nor any restrictions on its growth are required. We make the following assumption which is weaker than (A4):

- (A4w) For every $R>0$ there is a constant $L_{R} \geq 0$ such that for every $(x, r, s) \in$ $\mathbb{S} \times \mathbb{R} \times \mathbb{R}$

$$
|H(x, s)-H(x, r)| \leq L_{R}\left(1+d\left(x, x_{0}\right)\right)|s-r| \quad \text { if } \max (|r|,|s|) \leq R
$$

Theorem 3.7 (A comparison principle). Assume $H \equiv H(x, s)$ satisfies (A3), (A4w) and let $g$ satisfy (A5). Let u be a metric viscosity subsolution of 4.57) and $v$ be a metric viscosity supersolution of (4.57) satisfying (3.22) uniformly on bounded subsets of $\mathbb{S}$. Suppose also that $u$, v satisfy (3.14) with $\bar{k}=1$, and that either $u(t, \cdot)$ or $v(t, \cdot)$ is Lipschitz continuous, uniformly for $0<t<T$. Then (3.23) holds.

Proof. Without loss of generality we assume that there exists $L \geq 0$ such that

$$
\begin{equation*}
|u(t, x)-u(t, y)| \leq L d(x, y) \quad \text { for } t \in(0, T), x, y \in \mathbb{S} \tag{3.49}
\end{equation*}
$$

Let $R:=L+18 e c+1$, where $c$ is from (3.22), and we set $K:=4 L_{R}$. We define $T_{2}:=$ $\min (T, 1 / K) / 2, T_{3}:=2 T_{2}$. We will first prove (3.23) for $0 \leq t, s<T_{2}$. The proof initially proceeds like the proof of Proposition 3.3 If (3.23) does not hold for $0 \leq t, s<T_{2}$, we define the function

$$
\begin{aligned}
\Psi(t, s, x, y) & =u(t, x)-v(s, y)-\frac{\mu}{T_{3}-t}-\frac{\mu}{T_{3}-s}-\frac{d^{2}(x, y)}{2 \epsilon}-\frac{(t-s)^{2}}{2 \beta} \\
& -\delta e^{K t}\left(1+d^{2}\left(x, x_{0}\right)\right)-\delta e^{K s}\left(1+d^{2}\left(y, x_{0}\right)\right)
\end{aligned}
$$

and for every $n \geq 1$ there are $a_{n}, b_{n} \in \mathbb{R},\left|a_{n}\right|+\left|b_{n}\right| \leq \frac{1}{n}$, and $\left.(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \in\left[0, T_{3}\right] \times\left[0, T_{3}\right]\right) \times \mathbb{S} \times \mathbb{S}$ such that

$$
\Psi(t, s, x, y)+a_{n} t+b_{n} s-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a global maximum over $\left[0, T_{3}\right] \times\left[0, T_{3}\right] \times \mathbb{S} \times \mathbb{S}$ at $(\bar{t}, \bar{s}, \bar{x}, \bar{y})$. We also have that (3.26), (3.30), (3.31) hold, and if $\mu, \delta, \epsilon, \beta$ are sufficiently small and $n$ is sufficiently large then

$$
\begin{equation*}
\Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y})>0 \tag{3.50}
\end{equation*}
$$

and $0<\bar{t}, \bar{s}<T_{3}$. By the definition of viscosity subsolution we thus get

$$
\begin{equation*}
\frac{\mu}{\left(T_{3}-\bar{t}\right)^{2}}+\frac{\bar{t}-\bar{s}}{\beta}+\delta K e^{K \bar{t}}\left(1+d^{2}\left(\bar{x}, x_{0}\right)\right)-a_{n}+H_{2 \delta e^{K \bar{t}} d\left(\bar{x}, x_{0}\right)+1 / n}\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \leq 0 \tag{3.51}
\end{equation*}
$$

If follows from (3.22) and (3.50) that

$$
\begin{aligned}
c\left(2+d\left(\bar{x}, x_{0}\right)+d\left(\bar{y}, x_{0}\right)\right) & \geq u(\bar{t}, \bar{x})-v(\bar{s}, \bar{y})>\delta\left(e^{K \bar{t}}\left(1+d^{2}\left(\bar{x}, x_{0}\right)\right)+e^{K \bar{s}}\left(1+d^{2}\left(\bar{y}, x_{0}\right)\right)\right) \\
& \geq \delta\left(2+d^{2}\left(\bar{x}, x_{0}\right)+d^{2}\left(\bar{y}, x_{0}\right)\right) \geq \frac{\delta}{3}\left(1+d\left(\bar{x}, x_{0}\right)+d\left(\bar{y}, x_{0}\right)\right)^{2} .
\end{aligned}
$$

This gives us

$$
\begin{equation*}
\delta\left(1+d\left(\bar{x}, x_{0}\right)+d\left(\bar{y}, x_{0}\right)\right) \leq 6 c \tag{3.52}
\end{equation*}
$$

Since

$$
\Psi(\bar{t}, \bar{s}, \bar{x}, \bar{y})+a_{n} \bar{t}+b_{n} \bar{s} \geq \Psi(\bar{t}, \bar{s}, \bar{y}, \bar{y})+a_{n} \bar{t}+b_{n} \bar{s}-\frac{1}{n} d(\bar{y}, \bar{x}),
$$

we obtain

$$
\begin{aligned}
L d(\bar{x}, \bar{y}) \geq u(\bar{t}, \bar{x})-u(\bar{t}, \bar{y}) & \geq \frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}+\delta e^{K \bar{t}}\left(d^{2}\left(\bar{x}, x_{0}\right)-d^{2}\left(\bar{y}, x_{0}\right)\right)-\frac{1}{n} d(\bar{y}, \bar{x}) \\
& \geq \frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}-\delta e\left(d\left(\bar{x}, x_{0}\right)+d\left(\bar{y}, x_{0}\right)\right) d(\bar{y}, \bar{x})-\frac{1}{n} d(\bar{y}, \bar{x}) .
\end{aligned}
$$

Therefore, by (3.52), we obtain

$$
\begin{equation*}
\frac{d(\bar{x}, \bar{y})}{\epsilon} \leq L+6 e c+\frac{1}{n} . \tag{3.53}
\end{equation*}
$$

and thus, since $K \bar{t} \leq 1$,

$$
\begin{equation*}
\frac{d(\bar{x}, \bar{y})}{\epsilon}+2 \delta e^{K \bar{t}} d\left(\bar{x}, x_{0}\right) \leq L+6 e c+1+2 \delta e d\left(\bar{x}, x_{0}\right) \leq L+18 e c+1=R \tag{3.54}
\end{equation*}
$$

Using ( $A 4 w$ ) it thus follows from (3.51)

$$
\begin{aligned}
& \frac{\bar{t}-\bar{s}}{\beta}+H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \\
\leq & -\frac{\mu}{T_{3}^{2}}-\delta K e^{K \bar{t}}\left(1+d^{2}\left(\bar{x}, x_{0}\right)\right)+2 \delta e^{K \bar{t}} L_{R}\left(1+d\left(\bar{x}, x_{0}\right)\right) d\left(\bar{x}, x_{0}\right)+\rho_{1}(\mu, \delta, \epsilon, \beta ; n) \\
(3.55) \leq & -\frac{\mu}{T_{3}^{2}}+\rho_{1}(\mu, \delta, \epsilon, \beta ; n),
\end{aligned}
$$

where $\lim _{n \rightarrow+\infty} \rho_{1}(\mu, \delta, \epsilon, \beta ; n)=0$. Similarly we obtain

$$
\begin{equation*}
\frac{\bar{t}-\bar{s}}{\beta}+H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \geq \frac{\mu}{T_{3}^{2}}-\rho_{1}(\mu, \delta, \epsilon, \beta ; n) . \tag{3.56}
\end{equation*}
$$

Set $R_{\delta}:=\max (6 c / \delta, L+6 e c+1)$. Combining (3.55) and (3.56) and using (A3) now gives

$$
\frac{2 \mu}{T_{3}^{2}} \leq \omega_{R_{\delta}}\left(d(\bar{x}, \bar{y})\left(1+\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)\right)+2 \rho_{1}(\mu, \delta, \epsilon, \beta ; n)
$$

which produces a contradiction in light of (3.31) for $\mu, \delta$ sufficiently small after we let $\lim _{\epsilon \rightarrow 0} \lim \sup _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty}$ above.

We can now reapply the procedure on intervals $\left[T_{2} / 2,3 T_{2} / 2\right],\left[T_{2}, 2 T_{2}\right], \ldots,\left[k T_{2} / 2, T\right)$, where $k \geq 1$ is such that the last interval has length less than or equal to $T_{2}$, to conclude the proof. We remark that we do not have an exact equivalent of condition (3.22) at time $T_{2} / 2$, however (3.23) on $\left[0, T_{2}\right]$ gives a replacement for (3.22) and implies that the procedure can be restarted at $T_{2} / 2$.

We remark that [20] contains several results on viscosity solutions of Hamilton-Jacobi equations with superlinear gradient terms in finite dimensional spaces that may be adaptable to the metric space case.

## 4. Hamiltonians Convex in the Momentum Variables

4.1. A Comparison Principle. The next result is a comparison theorem for equations with superlinear growth in the local slope variable of the form

$$
\left\{\begin{array}{l}
\partial_{t} u+H(x,|\nabla u|)-f(x)=0, \quad \text { in }(0, T) \times \mathbb{S},  \tag{4.57}\\
u(0, x)=g(x) \quad \text { on } \mathbb{S} .
\end{array}\right.
$$

We could include the dependence on $t$ in the equation however we omit this easy extension since the presentation is already very technical. Our approach is different from that of [1]. Techniques of the type we use derive from the ideas of 47. We remark that when $H$ is independent of $x$, Theorem 7.5 of (39] gives comparison for (4.57) for metric viscosity sub- and supersolutions growing at most linearly, without any restrictions on $H$ besides its continuity.

We make the following assumptions.

- (B1) $H$ is uniformly continuous on bounded subsets of $\mathbb{S} \times \mathbb{R}$, and for every $x \in \mathbb{S}$, $H(x, \cdot)$ is convex and nondecreasing.
-(B2) There exist $C \geq 0,0 \leq \kappa \leq 1, m>1$ such that for every $(x, s) \in \mathbb{S} \times[0,+\infty)$

$$
H(x, s) \leq C\left(1+d\left(x, x_{0}\right)\right)^{\kappa} s^{m} .
$$

- (B3) There exist functions $\gamma(t), \bar{\gamma}(t)$ such that $\gamma(t)>1$ for $1<t<t_{0}, \bar{\gamma}(t) \rightarrow 1$ as $t \rightarrow 1$, such that for every $t>0$ and $(x, s) \in \mathbb{S} \times[0,+\infty)$

$$
t \gamma(t) H(x, s) \leq H(x, t s) \leq \bar{\gamma}(t) H(x, s) .
$$

- (B4) There exists $\theta>0$ such that for every $(x, s) \in \mathbb{S} \times[0,+\infty)$

$$
H(x, s) \geq \theta s^{m}
$$

- (B5) For every $R>0$ there is a modulus $\omega_{R}$ such that if $(x, y, s) \in \mathbb{S} \times \mathbb{S} \times[0,+\infty)$ and $\max \left(d\left(x, x_{0}\right), d\left(y, x_{0}\right)\right) \leq R$, then

$$
|H(x, s)-H(y, s)| \leq \omega_{R}(d(x, y))\left(1+s^{m}\right)
$$

- (B6) There exists a constant $M$ such that

$$
f \geq M \quad \text { on } \mathbb{S} .
$$

We define $\alpha$ to be the solution of $\alpha=\kappa+m(\alpha-1)$, i.e.

$$
\alpha=1+\frac{1-\kappa}{m-1} .
$$

Example 4.1. It is easy to see that the Hamiltonian

$$
H(x, s)= \begin{cases}a(x) s^{m} & s \geq 0 \\ 0 & s<0\end{cases}
$$

satisfies conditions (B1) - (B5) if a is uniformly continuous on bounded subsets of $\mathbb{S}$, and

$$
0<\theta \leq a(x) \leq C\left(1+d\left(x, x_{0}\right)\right)^{\kappa}, \quad x \in \mathbb{S} .
$$

We remark that since $H(x, \cdot)$ is nondecreasing, $H^{\eta}(x, s)=H(x, s+\eta)$ and $H_{\eta}(x, s)=$ $H(x, s-\eta), x \in \mathbb{S}, s \in \mathbb{R}, \eta>0$.

Theorem 4.2. Let $(B 1)-(B 6)$ be true and let $f, g$ satisfy (A5). Let $u$ be a metric viscosity subsolution of 4.57) and $v$ be a metric viscosity supersolution of (4.57) satisfying (3.22) uniformly on bounded subsets of $\mathbb{S}$. Suppose also that

$$
\begin{equation*}
\limsup _{d\left(x, x_{0}\right) \rightarrow+\infty} \sup _{t \in[0, T)} \frac{u(t, x)}{1+d^{\alpha}\left(x, x_{0}\right)} \leq 0, \quad \limsup _{d\left(x, x_{0}\right) \rightarrow+\infty} \sup _{t \in[0, T)} \frac{-v(t, x)}{1+d^{\alpha}\left(x, x_{0}\right)} \leq 0 . \tag{4.58}
\end{equation*}
$$

Then $u \leq v$.

Proof. The proof initially proceeds like the proof of Proposition 3.3. Suppose that $\sup (u-v) \geq$ $2 \nu_{1}>0$. Then if $\lambda_{0}<1$ is sufficiently close to 1 we also have $\sup (\lambda u-v) \geq \nu_{1}$ for $\lambda_{0}<\lambda<1$. We define for $\lambda_{0}<\lambda<1, \mu>0, \delta>0, \epsilon>0$ and $\beta>0$ the function

$$
\begin{aligned}
\Psi(t, s, x, y) & =\lambda u(t, x)-v(s, y)-\frac{\mu}{T-t}-\frac{\mu}{T-s}-\frac{d^{2}(x, y)}{2 \epsilon}-\frac{(t-s)^{2}}{2 \beta} \\
& -\delta e^{t}\left(1+d^{\alpha}\left(x, x_{0}\right)\right)-\delta e^{s}\left(1+d^{\alpha}\left(y, x_{0}\right)\right),
\end{aligned}
$$

$\Psi(t, s, x, y)=-\infty$ if either $t=T$ or $s=T$. We have by (4.58), $\Psi(t, s, x, y) \rightarrow-\infty$ as $\max \left(d\left(x, x_{0}\right), d\left(y, x_{0}\right)\right) \rightarrow+\infty$, uniformly for $t, s \in[0, T]$ and $\epsilon, \beta$. Therefore, using Lemma 2.9] for every $n \geq 1$ there are $a_{n}, b_{n} \in \mathbb{R},\left|a_{n}\right|+\left|b_{n}\right| \leq \frac{1}{n}$, and $(\bar{t}, \bar{s}, \bar{x}, \bar{y}) \in[0, T] \times[0, T] \times$ $B_{R_{\delta}}\left(x_{0}\right) \times B_{R_{\delta}}\left(x_{0}\right)$ for some $R_{\delta}>0$ such that

$$
\Psi(t, s, x, y)+a_{n} t+b_{n} s-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a maximum over $[0, T] \times[0, T] \times \mathbb{S} \times \mathbb{S}$ at $(\bar{t}, \bar{s}, \bar{x}, \bar{y})$. Arguing as in the proof of Proposition 3.3 we have that (3.30) and (3.31) are satisfied and there is $\mu_{0}>0$ such that if $0<\mu<$ $\mu_{0}, \lambda_{0}<\lambda<1$, and $\delta, \epsilon, \beta, 1 / n$ are sufficiently small, we must have $0<\bar{t}$ and $\bar{s}<T$. It then follows from the definition of viscosity subsolution that

$$
\begin{aligned}
& \frac{\mu}{(T-\bar{t})^{2}}+\frac{\bar{t}-\bar{s}}{\beta}+\delta e^{\bar{t}}\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)+\lambda H\left(\bar{x}, \frac{1}{\lambda}\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}-\delta \alpha e^{\bar{t}} d^{\alpha-1}\left(\bar{x}, x_{0}\right)-\frac{1}{n}\right)\right) \\
\leq & a_{n}+\lambda f(\bar{x}) .
\end{aligned}
$$

Since by (B6)

$$
-\lambda f(\bar{x}) \geq-f(\bar{x})+(1-\lambda) M,
$$

we thus obtain

$$
\begin{align*}
& \frac{\bar{t}-\bar{s}}{\beta}+\delta e^{\bar{t}}\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)+\lambda H\left(\bar{x}, \frac{1}{\lambda}\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}-\delta \alpha e^{\bar{t}} d^{\alpha-1}\left(\bar{x}, x_{0}\right)\right)\right) \\
\leq & f(\bar{x})-\frac{\mu}{T^{2}}+\rho_{1}(n)-(1-\lambda) M, \tag{4.59}
\end{align*}
$$

where $\lim _{n \rightarrow+\infty} \rho_{1}(n)=0$ for fixed $\lambda, \mu, \delta, \epsilon, \beta$. Since for every $a, b \in \mathbb{R}, 0<\eta<1$,

$$
\eta a=\eta(a-b)+(1-\eta)\left(\frac{\eta}{1-\eta} b\right)
$$

the convexity of $H(\bar{x}, \cdot)$ implies

$$
H(\bar{x}, \eta a) \leq \eta H(\bar{x}, a-b)+(1-\eta) H\left(\bar{x}, \frac{\eta}{1-\eta} b\right) .
$$

Applying this with

$$
\eta=\frac{1+\lambda}{2}, a=\frac{d(\bar{x}, \bar{y})}{\lambda \epsilon}, b=\frac{\delta \alpha e^{\bar{t}} d^{\alpha-1}\left(\bar{x}, x_{0}\right)}{\lambda}
$$

we obtain

$$
\begin{align*}
& \lambda H\left(\bar{x}, \frac{1}{\lambda}\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}-\delta \alpha e^{\bar{t}} d^{\alpha-1}\left(\bar{x}, x_{0}\right)\right)\right) \\
\geq & \frac{\lambda}{\eta} H\left(\bar{x}, \frac{\eta}{\lambda} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-\frac{(1-\eta) \lambda}{\eta} H\left(\bar{x}, \frac{\eta}{1-\eta} \frac{\delta \alpha e^{\bar{t}} d^{\alpha-1}\left(\bar{x}, x_{0}\right)}{\lambda}\right) \\
\geq & \gamma\left(\frac{1+\lambda}{2 \lambda}\right) H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-C_{1}(\alpha, \lambda, T) \delta^{m}\left(1+d\left(\bar{x}, x_{0}\right)\right)^{\kappa} d^{m(\alpha-1)}\left(\bar{x}, x_{0}\right) \tag{4.60}
\end{align*}
$$

where we used ( $B 2$ ) and ( $B 3$ ) to get the last inequality. Since $m>1$ it thus follows by the definition of $\alpha$ that if $\delta$ is sufficiently small, say $\delta<\delta_{0}=\delta_{0}(\lambda, T, \alpha, \kappa, m)$, then

$$
\begin{equation*}
+\delta e^{\bar{t}}\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)-C_{1}(\alpha, \lambda, T) \delta^{m}\left(1+d\left(\bar{x}, x_{0}\right)\right)^{\kappa} d^{m(\alpha-1)}\left(\bar{x}, x_{0}\right) \geq 0 . \tag{4.61}
\end{equation*}
$$

Therefore, for $\delta<\delta_{0}$, we finally have using (4.59), (4.60) and (4.61)

$$
\begin{equation*}
\frac{\bar{t}-\bar{s}}{\beta}+\gamma\left(\frac{1+\lambda}{2 \lambda}\right) H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{x}) \leq-\frac{\mu}{T^{2}}+\rho_{1}(n)-(1-\lambda) M . \tag{4.62}
\end{equation*}
$$

Similarly, using the definition of viscosity supersolution, we have

$$
\begin{equation*}
\frac{\bar{t}-\bar{s}}{\beta}-\delta e^{\bar{s}}\left(1+d^{\alpha}\left(\bar{y}, x_{0}\right)\right)+H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}+\delta \alpha e^{\bar{s}} d^{\alpha-1}\left(\bar{y}, x_{0}\right)\right)-f(\bar{y}) \geq \frac{\mu}{T^{2}}-\rho_{1}(n) \tag{4.63}
\end{equation*}
$$ for some function, still denoted by $\rho_{1}$, such that $\lim _{n \rightarrow+\infty} \rho_{1}(n)=0$ for fixed $\lambda, \mu, \delta, \epsilon, \beta$. We choose $\tau$ such that

$$
\begin{equation*}
r:=\gamma\left(\frac{1+\lambda}{2 \lambda}\right)-\tau \bar{\gamma}\left(\frac{1}{\tau}\right)>0 . \tag{4.64}
\end{equation*}
$$

The convexity of $H$, together with ( $B 2$ ) and ( $B 3$ ), implies

$$
\begin{align*}
& H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}+\delta \alpha e^{\bar{s}} d^{\alpha-1}\left(\bar{y}, x_{0}\right)\right) \\
\leq & \tau H\left(\bar{y}, \frac{1}{\tau} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+(1-\tau) H\left(\bar{y}, \frac{1}{1-\tau} \delta \alpha e^{\bar{s}} d^{\alpha-1}\left(\bar{y}, x_{0}\right)\right) \\
\leq & \tau \bar{\gamma}\left(\frac{1}{\tau}\right) H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+C_{2}(\alpha, \lambda, T) \delta^{m}\left(1+d\left(\bar{y}, x_{0}\right)\right)^{\kappa} d^{m(\alpha-1)}\left(\bar{y}, x_{0}\right) \tag{4.65}
\end{align*}
$$

Combining (4.63) with (4.65) we thus again have that for $\delta<\delta_{1}=\delta_{1}(\lambda, T, \alpha, \kappa, m)$

$$
\begin{equation*}
\frac{\bar{t}-\bar{s}}{\beta}+\tau \bar{\gamma}\left(\frac{1}{\tau}\right) H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{y}) \geq \frac{\mu}{T^{2}}-\rho_{1}(n) . \tag{4.66}
\end{equation*}
$$

Subtracting (4.66) from (4.62) and using (4.64) we obtain

$$
\begin{aligned}
& r H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+\tau \bar{\gamma}\left(\frac{1}{\tau}\right)\left(H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)\right)+f(\bar{y})-f(\bar{x}) \\
\leq & -\frac{2 \mu}{T^{2}}+2 \rho_{1}(n)-(1-\lambda) M
\end{aligned}
$$

which, by $(B 4),(B 5)$ and $(A 5)$, implies

$$
\begin{aligned}
& r \theta\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)^{m}-\tau \bar{\gamma}\left(\frac{1}{\tau}\right) \omega_{R_{\delta}}(d(\bar{x}, \bar{y}))\left(1+\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)^{m}\right) \\
\leq & \sigma_{R_{\delta}}(d(\bar{x}, \bar{y}))-\frac{2 \mu}{T^{2}}+2 \rho_{1}(n)-(1-\lambda) M
\end{aligned}
$$

We now take $\lambda_{0}<\lambda<1$ such that

$$
-\frac{2 \mu}{T^{2}}-(1-\lambda) M \leq-\frac{\mu}{T^{2}}
$$

Then, for such $\lambda, 0<\mu<\mu_{0}, 0<\delta<\min \left(\delta_{0}, \delta_{1}\right)$, and $\epsilon, \beta, 1 / n$ sufficiently small, we have

$$
\begin{align*}
& \left(r \theta-\tau \bar{\gamma}\left(\frac{1}{\tau}\right) \omega_{R_{\delta}}(d(\bar{x}, \bar{y}))\right)\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)^{m} \\
\leq & -\frac{\mu}{T^{2}}+\tau \bar{\gamma}\left(\frac{1}{\tau}\right) \omega_{R_{\delta}}(d(\bar{x}, \bar{y}))+\sigma_{R_{\delta}}(d(\bar{x}, \bar{y}))+2 \rho_{1}(n) \tag{4.67}
\end{align*}
$$

Taking $\lim _{\epsilon \rightarrow 0} \lim \sup _{\beta \rightarrow 0} \lim \sup _{n \rightarrow+\infty}$ in (4.67) and using (3.31) gives a contradiction since the left hand side will become nonnegative and the right hand side will become negative.
4.2. Existence of a solution; The value function. Throughout this subsection we assume that $L \in C(\mathbb{S} \times[0, \infty))$, for each $x \in \mathbb{S}, L(x, \cdot)$ is monotone nondecreasing, and there exist a monotone nondecreasing function $0 \leq \varrho \in C([0, \infty)$ and for each $R>0$ there exists a modulus $\bar{\omega}_{R}$ such that if $d\left(x, x_{0}\right), d\left(y, x_{0}\right) \leq R$ then for $r \geq 0$ we have

$$
\begin{equation*}
|L(x, r)-L(y, r)| \leq \varrho(r) \bar{\omega}_{R}(d(x, y)) \tag{4.68}
\end{equation*}
$$

We also assume there are functions $\mathcal{L}:[0, \infty) \rightarrow \mathbb{R}$ and $\mathcal{W}: \mathbb{S} \rightarrow \mathbb{R}$ such that if $r \geq 0$ and $x \in \mathbb{S}$ then

$$
\begin{equation*}
L(x, r) \geq \mathcal{L}(r)-\mathcal{W}(x) \tag{4.69}
\end{equation*}
$$

where there are real numbers $C_{0}, C_{1} \geq 0, \theta \geq 1$ and a continuous function $\alpha:[0,+\infty) \rightarrow$ $[0,+\infty)$ such that $\lim _{r \rightarrow+\infty} \alpha(r)=+\infty$ and

$$
\begin{gather*}
\mathcal{L}(r) \geq \alpha(r) r^{\theta}-C_{0}, \quad r \geq 0  \tag{4.70}\\
\mathcal{W}(x) \leq C_{1}\left(d^{\theta}\left(x_{0}, x\right)+1\right), \quad x \in \mathbb{S} \tag{4.71}
\end{gather*}
$$

Moreover we assume that $g$ satisfies (A5) and

$$
\begin{equation*}
-g(x) \leq C_{1}\left(d^{\theta}\left(x_{0}, x\right)+1\right) \tag{4.72}
\end{equation*}
$$

We define the Hamiltonian

$$
\begin{equation*}
H(x, s)=\sup _{r>0}\{s r-L(x, r)\}, \quad s \geq 0 \tag{4.73}
\end{equation*}
$$

The proof of the following lemma is elementary and will be skipped.
Lemma 4.3. We have:
(i) For each $x \in \mathbb{S}, H(x, \cdot)$ is monotone nondecreasing.
(ii) If $0 \leq s<\eta$, then

$$
H_{\eta}(x, s)=H(x, 0)=\sup _{r>0}\{(s-\eta) r-L(x, r)\} .
$$

We define the value function $u$ :

$$
u(t, x)=\inf _{\sigma}\left\{\int_{0}^{t} L\left(\sigma(s),\left|\sigma^{\prime}\right|(s)\right) d s+g(\sigma(0)): \sigma(t)=x\right\}
$$

where the infimum is performed over the set of absolutely continuous paths $\sigma:[0, t] \rightarrow \mathbb{S}$, and $\left|\sigma^{\prime}\right|(s)$ is the metric derivative of $\sigma$, see [2], pages 23-24.

The path $\sigma(s) \equiv x$ is used to obtain

$$
\begin{equation*}
u(t, x) \leq t L(x, 0)+g(x) . \tag{4.74}
\end{equation*}
$$

Remark 4.4. Let $t \in(0, T]$, let $x \in \mathbb{S}$ and let $\sigma:[0, t] \rightarrow \mathbb{S}$ be an absolutely continuous curve such that $\sigma(t)=x$.
(i) There is a constant $C_{2}$ independent of $x$ and $z \in \mathbb{S}$ such that

$$
\begin{equation*}
-g(z), W(z) \leq C_{2}\left(d^{\theta}(z, x)+d^{\theta}\left(x, x_{0}\right)+1\right), \quad z \in \mathbb{S} . \tag{4.75}
\end{equation*}
$$

(ii) There is a constant $C_{T}$ independent of $t, x, \sigma$, such that

$$
\begin{equation*}
\int_{0}^{t} L\left(\sigma(s),\left|\sigma^{\prime}\right|(s)\right) d s+g(\sigma(0)) \geq \frac{1}{2} \int_{0}^{t} \alpha\left(\left|\sigma^{\prime}\right|(\tau)\right)\left|\sigma^{\prime}\right|^{\theta}(\tau) d \tau-C_{T}\left(d^{\theta}\left(x, x_{0}\right)+1\right) . \tag{4.76}
\end{equation*}
$$

(iii) For every $R>0$ there exists a constant $C(R)$ depending only on $R$ such that if $d\left(x_{0}, x\right) \leq R$ and

$$
\begin{equation*}
u(t, x) \geq-1+\int_{0}^{t} L\left(\sigma(s),\left|\sigma^{\prime}\right|(s)\right) d s+g(\sigma(0)) \tag{4.77}
\end{equation*}
$$

then

$$
\begin{equation*}
\int_{0}^{t} \alpha\left(\left|\sigma^{\prime}\right|(\tau)\right)\left|\sigma^{\prime}\right|^{\theta} d \tau \leq C(R) \quad \text { and } \quad \mathcal{W}(\sigma(s)) \leq C(R) \tag{4.78}
\end{equation*}
$$

Proof. (i) Using the fact that $a \rightarrow a^{\theta}$ is a convex function, (4.71) and (4.72) yield (4.75).
(ii) We recall Jensen's inequality:

$$
\left(\int_{0}^{t}\left|\sigma^{\prime}\right| d \tau\right)^{\theta} \leq t^{\theta-1} \int_{0}^{t}\left|\sigma^{\prime}\right|^{\theta} d \tau
$$

We set $z=\sigma(s)$ in 4.75), where $s \in[0, t]$ and first use the fact that $d(\sigma(s), \sigma(t)) \leq \int_{0}^{t}\left|\sigma^{\prime}\right| d \tau$ and then Jensen's inequality to obtain

$$
\begin{align*}
-g(\sigma(0)), W(\sigma(s)) & \leq C_{2}\left(\left(\int_{0}^{t}\left|\sigma^{\prime}\right| d \tau\right)^{\theta}+d^{\theta}\left(x, x_{0}\right)+1\right) \\
& \leq C\left(t^{\theta-1} \int_{0}^{t}\left|\sigma^{\prime}\right|^{\theta} d \tau+d^{\theta}\left(x, x_{0}\right)+1\right) \tag{4.79}
\end{align*}
$$

and so,

$$
\int_{0}^{t}-W(\sigma(s)) d s+g(\sigma(0)) \geq-\tilde{C}_{T}\left(\int_{0}^{t}\left|\sigma^{\prime}\right|^{\theta} d \tau+d^{\theta}\left(x, x_{0}\right)+1\right)
$$

This, together with (4.69) and (4.70) yields

$$
\begin{aligned}
& \int_{0}^{t} L\left(\sigma(s),\left|\sigma^{\prime}\right|(s)\right) d s+g(\sigma(0)) \geq \int_{0}^{t}\left(\mathcal{L}\left(\left|\sigma^{\prime}\right|\right)-\tilde{C}_{T}\left|\sigma^{\prime}\right|^{\theta}\right) d \tau-\tilde{C}_{T}\left(d^{\theta}\left(x, x_{0}\right)+1\right) \\
& \geq \frac{1}{2} \int_{0}^{t} \alpha\left(\left|\sigma^{\prime}\right|(\tau)\right)\left|\sigma^{\prime}\right|^{\theta}(\tau) d \tau-C_{T}\left(d^{\theta}\left(x, x_{0}\right)+1\right)
\end{aligned}
$$

for some $C_{T}$.
(iii) We combine (4.74), (4.76) and (4.77) to obtain

$$
\begin{aligned}
& \int_{0}^{t} \alpha\left(\left|\sigma^{\prime}\right|\right)\left|\sigma^{\prime}\right|^{\theta} d \tau \leq 2\left(1+C_{T}\left(d^{\theta}\left(x, x_{0}\right)+1\right)+u(t, x)\right) \\
& \leq 2\left(1+C_{T}\left(d^{\theta}\left(x, x_{0}\right)+1\right)+g(x)+t L(x, 0)\right) \leq C(R)
\end{aligned}
$$

for some constant $C(R)$ by (A5) and (4.68). This, together with (4.79) completes the proof of (iii) after we readjust $C(R)$.

Lemma 4.5. If $\sigma$ is a path satisfying 4.77), $\sigma(t)=x$, and $d\left(x, x_{0}\right) \leq R$, then there is a modulus of continuity $\rho_{R}$, independent of $t, x, \sigma$, such that

$$
\begin{equation*}
d\left(\sigma\left(s_{1}\right), \sigma\left(s_{2}\right)\right) \leq \bar{\rho}_{R}\left(\left|s_{2}-s_{1}\right|\right), \quad 0 \leq s_{1}, s_{2} \leq t \tag{4.80}
\end{equation*}
$$

Moreover there is a constant $C_{1}(R)$ such that

$$
\begin{equation*}
d\left(\sigma(s), x_{0}\right) \leq C_{1}(R), \quad 0 \leq s \leq t . \tag{4.81}
\end{equation*}
$$

Proof. We will only deal with the case $\theta=1$ since the case $\theta>1$ follows easily from Hölder's inequality. If (4.80) is not true then there is $\delta>0$, points $0 \leq t_{n} \leq T, x_{n} \in \mathbb{S}, d\left(x_{n}, x_{0}\right) \leq R$, paths $\sigma_{n}, \sigma_{n}\left(t_{n}\right)=x_{n}$, and $0 \leq s_{n}^{1} \leq s_{n}^{2} \leq t_{n}$, such that $s_{n}^{2}-s_{n}^{1}=: \epsilon_{n} \rightarrow 0$ as $n \rightarrow+\infty$ and

$$
d\left(\sigma\left(s_{n}^{1}\right), \sigma\left(s_{n}^{2}\right)\right) \geq \delta
$$

Denote

$$
A_{n}:=\left\{s: s_{n}^{1} \leq s \leq s_{n}^{2},\left|\sigma_{n}^{\prime}\right|(s) \geq \frac{\delta}{2 \epsilon_{n}}\right\} .
$$

Since

$$
\int_{s_{n}^{1}}^{s_{n}^{2}}\left|\sigma_{n}^{\prime}\right| d s \geq \delta
$$

we must have

$$
\int_{A_{n}}\left|\sigma_{n}^{\prime}\right| d s \geq \frac{\delta}{2}
$$

Thus, by (4.78),

$$
C(R) \geq \int_{A_{n}} \alpha\left(\left|\sigma_{n}^{\prime}\right|\right)\left|\sigma_{n}^{\prime}\right| d s \geq \alpha\left(\frac{\delta}{2 \epsilon_{n}}\right) \int_{A_{n}}\left|\sigma_{n}^{\prime}\right| d s \geq \alpha\left(\frac{\delta}{2 \epsilon_{n}}\right) \frac{\delta}{2}
$$

This gives a contradiction if $n$ is large enough. Inequality (4.81) now follows from

$$
d\left(\sigma(s), x_{0}\right) \leq d(\sigma(s), \sigma(t))+d\left(x, x_{0}\right) \leq \rho_{R}(t)+d\left(x, x_{0}\right) \leq \rho_{R}(T)+R=: C_{1}(R) .
$$

Lemma 4.6. Assume $0 \leq t<t+h \leq T$ and $x \in \mathbb{S}$ is such that $d\left(x_{0}, x\right) \leq R, R>0$. Then there exists a modulus of continuity $e_{R}$ depending only on $R$ such that

$$
|u(t+h, x)-u(t, x)| \leq e_{R}(h) .
$$

Proof. For each $\epsilon \in(0,1)$, let $\sigma_{\epsilon}:[0, t] \rightarrow \mathbb{S}$ be a path such that $\sigma_{\epsilon}(t)=x$ and

$$
\begin{equation*}
u(t, x) \geq-\epsilon+\int_{0}^{t} L\left(\sigma_{\epsilon}(s),\left|\sigma_{\epsilon}^{\prime}\right|(s)\right) d s+g\left(\sigma_{\epsilon}(0)\right) \tag{4.82}
\end{equation*}
$$

We extend $\sigma_{\epsilon}$ to $(t, t+h]$ by setting its value to be $x$ there, and we continue to denote the extension $\sigma_{\epsilon}$. We have

$$
u(t+h, x) \leq \int_{0}^{t+h} L\left(\sigma_{\epsilon}(s),\left|\sigma_{\epsilon}^{\prime}\right|(s)\right) d s+g\left(\sigma_{\epsilon}(0)\right) \leq \epsilon+u(t, x)+\int_{t}^{t+h} L(x, 0) d s
$$

We set $r=0$ and $y=x_{0}$ in (4.68) and use the fact that $\epsilon$ is arbitrary to obtain a constant $c_{0}(R)>0$ such that

$$
\begin{equation*}
u(t+h, x)-u(t, x) \leq c_{0}(R) h . \tag{4.83}
\end{equation*}
$$

For each $\epsilon \in(0,1)$, let $\sigma_{\epsilon}:[0, t+h] \rightarrow \mathbb{S}$ be a path such that $\sigma_{\epsilon}(t+h)=x$ and

$$
\begin{equation*}
u(t+h, x) \geq-\epsilon+\int_{0}^{t+h} L\left(\sigma_{\epsilon}(s),\left|\sigma_{\epsilon}^{\prime}\right|(s)\right) d s+g\left(\sigma_{\epsilon}(0)\right) . \tag{4.84}
\end{equation*}
$$

By (4.80) and (4.81) we have

$$
\begin{equation*}
d\left(\sigma_{\epsilon}\left(s_{1}\right), \sigma_{\epsilon}\left(s_{2}\right)\right) \leq \bar{\rho}_{R}\left(\left|s_{2}-s_{1}\right|\right), \quad d\left(\sigma_{\epsilon}(s), x_{0}\right) \leq C_{1}(R), \quad 0 \leq s_{1}, s_{2} \leq t+h \tag{4.85}
\end{equation*}
$$

Therefore (4.69) and (4.71) yield for $s \in[0, t+h]$

$$
\begin{equation*}
L\left(\sigma_{\epsilon}(s),\left|\sigma_{\epsilon}^{\prime}\right|(s)\right) \geq-C_{0}-C_{1}\left(1+\left(C_{1}(R)\right)^{\theta}\right) \tag{4.86}
\end{equation*}
$$

Define

$$
\bar{\sigma}_{\epsilon}(s):=\sigma_{\epsilon}(s+h) \quad s \in[0, t] .
$$

We have $\bar{\sigma}_{\epsilon}(t)=x$ and so,

$$
\begin{align*}
u(t+h, x)-u(t, x) & \geq-\epsilon+\int_{0}^{t+h} L\left(\sigma_{\epsilon}(s),\left|\sigma_{\epsilon}^{\prime}\right|(s)\right) d s+g\left(\sigma_{\epsilon}(0)\right) \\
& -\int_{0}^{t} L\left(\bar{\sigma}_{\epsilon}(s),\left|\bar{\sigma}_{\epsilon}^{\prime}\right|(s)\right) d s-g\left(\bar{\sigma}_{\epsilon}(0)\right) \\
& =-\epsilon+g\left(\sigma_{\epsilon}(0)\right)-g\left(\sigma_{\epsilon}(h)\right)+\int_{0}^{h} L\left(\sigma_{\epsilon}(s),\left|\sigma_{\epsilon}^{\prime}\right|(s)\right) d s \tag{4.87}
\end{align*}
$$

We use (4.85) and the fact that $g$ satsifies (A5) to obtain

$$
\left|g\left(\sigma_{\epsilon}(0)\right)-g\left(\sigma_{\epsilon}(h)\right)\right| \leq \sigma_{C_{1}(R)}\left(d\left(\sigma_{\epsilon}(0), \sigma_{\epsilon}(h)\right)\right) \leq \sigma_{C_{1}(R)}(\bar{\rho}(h)) .
$$

This, together with (4.86), gives

$$
u(t+h, x)-u(t, x) \geq-\epsilon-\sigma_{C_{1}(R)}(\bar{\rho}(h))-\left(C_{0}+C_{1}\left(1+\left(C_{1}(R)\right)^{\theta}\right)\right) h .
$$

We can now send $\epsilon \rightarrow 0$ in this inequality and combine it with (4.83) to conclude the proof of the lemma.

Proposition 4.7. Under the assumptions of this section, for every $R>0, u$ is uniformly continuous on $[0, T] \times\left\{x: d\left(x, x_{0}\right) \leq R\right\}$.

Proof. Fix $R>0$ and let $t \in[0, T]$. Let $x, y \in \mathbb{S}$ be such that $d\left(x, x_{0}\right), d\left(y, x_{0}\right) \leq R$. We set $s:=d(x, y)$. Substituting $x$ by $y$ if necessary, we assume without loss of generality that $u(t, x) \leq u(t, y)$.

For $\epsilon>0$ arbitrary, we choose $\sigma_{\epsilon}$ as in (4.82). We extend $\sigma_{\epsilon}$ to $(t, t+s]$ to be a geodesic connecting $x$ to $y$ so that the extension, which we continue to denote $\sigma_{\epsilon}$, satisfies

$$
\left|\sigma_{\epsilon}^{\prime}\right|(\tau)=\frac{d(x, y)}{s}=1, \quad \tau \in(t, t+s)
$$

Using the fact that $\sigma_{\epsilon}(t+s)=y$ and that (4.82) holds, we have

$$
\begin{aligned}
& u(t, y) \leq \int_{s}^{t+s} L\left(\sigma_{\epsilon}(\tau),\left|\sigma_{\epsilon}^{\prime}\right|(\tau)\right) d \tau+g\left(\sigma_{\epsilon}(s)\right) \\
& \leq \epsilon+u(t, x)-\int_{0}^{s} L\left(\sigma_{\epsilon}(\tau),\left|\sigma_{\epsilon}^{\prime}\right|(\tau)\right) d \tau+\int_{t}^{t+s} L\left(\sigma_{\epsilon}(\tau), \frac{d(x, y)}{s}\right) d \tau+g\left(\sigma_{\epsilon}(s)\right)-g\left(\sigma_{\epsilon}(0)\right) .
\end{aligned}
$$

We have

$$
d\left(\sigma_{\epsilon}(\tau), x\right) \leq d(x, y) \Longrightarrow d\left(\sigma_{\epsilon}(\tau), x_{0}\right) \leq 3 R .
$$

Moreover, denoting $t_{1}=\min (s, t)$, we have by (4.80)

$$
\begin{aligned}
& \left|g\left(\sigma_{\epsilon}(s)\right)-g\left(\sigma_{\epsilon}(0)\right)\right| \leq\left|g\left(\sigma_{\epsilon}(s)\right)-g\left(\sigma_{\epsilon}\left(t_{1}\right)\right)\right|+\left|g\left(\sigma_{\epsilon}\left(t_{1}\right)\right)-g\left(\sigma_{\epsilon}(0)\right)\right| \\
& \leq \sigma_{3 R}\left(s-t_{1}\right)+\sigma_{3 R}\left(\bar{\rho}\left(t_{1}\right)\right) \leq \sigma_{3 R}(d(x, y))+\sigma_{3 R}(\bar{\rho}(d(x, y))) .
\end{aligned}
$$

These, together with (4.68), (4.70) (4.71), yield for some constant $C_{3}(R)$

$$
\begin{aligned}
& |u(t, y)-u(t, x)| \leq \epsilon+C_{3}(R) d(x, y)+d(x, y) \sup _{d\left(z, x_{0}\right) \leq 3 R}|L(z, 1)| \\
& +\sigma_{3 R}(d(x, y))+\sigma_{3 R}(\bar{\rho}(d(x, y))) .
\end{aligned}
$$

The lemma follows by sending $\epsilon \rightarrow 0$ above and invoking Lemma 4.6
We will use the principle of optimality called the Dynamic Programming Principle. It states that for every $0 \leq t-\epsilon \leq t \leq T$ and $x \in \mathbb{S}$,

$$
\begin{equation*}
u(t, x)=\inf _{\sigma}\left\{\int_{t-\epsilon}^{t} L\left(\sigma(s),\left|\sigma^{\prime}\right|(s)\right) d s+u(t-\epsilon, \sigma(t-\epsilon)): \sigma(t)=x\right\} \tag{4.88}
\end{equation*}
$$

where the infimum is taken over the set of absolutely continuous paths $\sigma:[0, t] \rightarrow \mathbb{S}$. Its proof is the same as for finite dimensional spaces (see e.g. [28]) and will be omitted.

Theorem 4.8. Let the assumptions of this section be satisfied. Then:

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}|u(t, x)-g(x)|=0 \tag{i}
\end{equation*}
$$

uniformly on bounded subsets of $\mathbb{S}$.
(ii) $u$ is a metric viscosity subsolution of

$$
\begin{equation*}
\partial_{t} u+H(x,|\nabla u|)=0, \quad u(0, \cdot)=u_{0} . \tag{4.89}
\end{equation*}
$$

(iii) $u$ is a metric viscosity supersolution of 4.89.

Proof. For all $x \in \mathbb{S}$ we have $u(0, x)=g(x)$ and (i) follows from Proposition 4.7.
Viscosity sub-solution. Let $\psi \in \underline{\mathcal{C}}$ be such that $u-\psi$ achieves its local maximum at $(t, x) \in(0, T) \times \mathbb{S}$. Fix $r>0$ arbitrary. Since $\left|\nabla^{-} \psi_{1}\right|=\left|\nabla \psi_{1}\right|$ there exists a sequence $\left\{x_{n}\right\}_{n} \subset \mathbb{S}$ such that

$$
\begin{equation*}
\left|\nabla^{-} \psi_{1}(t, x)\right|=\lim _{n \rightarrow+\infty} \frac{\psi_{1}(t, x)-\psi_{1}\left(t, x_{n}\right)}{\operatorname{dist}\left(x_{n}, x\right)} . \tag{4.90}
\end{equation*}
$$

Set

$$
\epsilon_{n}=\frac{\operatorname{dist}\left(x_{n}, x\right)}{r} .
$$

Note that if $\sigma_{n}$ is a geodesic of constant speed connecting $x_{n}$ and $x$ between times $t-\epsilon_{n}$ and $t$ then, whenever $t_{1}, t_{2} \in[0, t]$,

$$
\begin{equation*}
\left|\sigma_{n}^{\prime}\right|=\frac{\operatorname{dist}\left(x_{n}, x\right)}{\epsilon_{n}}=r, \quad \operatorname{dist}\left(\sigma_{n}\left(t_{2}\right), \sigma_{n}\left(t_{1}\right)\right)=\left|t_{2}-t_{1}\right| \frac{\operatorname{dist}\left(x_{n}, x\right)}{\epsilon_{n}}=\left|t_{2}-t_{1}\right| r . \tag{4.91}
\end{equation*}
$$

By the Dynamic Programming Principle (4.88)

$$
u(t, x) \leq u\left(t-\epsilon_{n}, x_{n}\right)+\int_{t-\epsilon_{n}}^{t} L\left(\sigma_{n},\left|\sigma_{n}^{\prime}\right|\right) d s
$$

or equivalently, thanks to (4.91) and using that $\sigma_{n}(t)=x$,

$$
\begin{equation*}
u(t, x) \leq u\left(t-\epsilon_{n}, x_{n}\right)+\epsilon_{n} L(x, r)+\int_{t-\epsilon_{n}}^{t}\left(L\left(\sigma_{n}(s), r\right)-L\left(\sigma_{n}(t), r\right)\right) d s \tag{4.92}
\end{equation*}
$$

Setting $t_{2}=t$ in (4.91) we conclude that

$$
\begin{equation*}
\operatorname{dist}\left(x_{0}, \sigma_{n}\left(t_{1}\right)\right) \leq r t+d\left(x, x_{0}\right)=: R . \tag{4.93}
\end{equation*}
$$

We use the modulus of continuity provided by (4.68) to obtain

$$
\int_{t-\epsilon_{n}}^{t}\left|L\left(\sigma_{n}(s), r\right)-L\left(\sigma_{n}(t), r\right)\right| d s \leq \int_{t-\epsilon_{n}}^{t} \varrho(r) \bar{\omega}_{R}\left(\operatorname{dist}\left(\sigma_{n}(s), \sigma_{n}(t)\right)\right) d s
$$

This, together with the second identity in (4.91), yields

$$
\int_{t-\epsilon_{n}}^{t}\left|L\left(\sigma_{n}(s), r\right)-L\left(\sigma_{n}(t), r\right)\right| d s \leq \int_{t-\epsilon_{n}}^{t} \varrho(r) \bar{\omega}_{R}(|t-s| r) d s \leq \epsilon_{n} \varrho(r) \bar{\omega}\left(\epsilon_{n} r\right)
$$

and so, by 4.92),

$$
\begin{equation*}
u(t, x) \leq u\left(t-\epsilon_{n}, x_{n}\right)+\epsilon_{n} L(x, r)+\epsilon_{n} \bar{\omega}_{R}\left(\epsilon_{n} r\right) \varrho(r) \tag{4.94}
\end{equation*}
$$

Observe that, by the local maximality of $u-\psi$ at $(t, x)$ and (4.90),

$$
\begin{align*}
\frac{u(t, x)-u\left(t-\epsilon_{n}, x_{n}\right)}{\epsilon_{n}} & \geq \frac{\psi(t, x)-\psi\left(t-\epsilon_{n}, x_{n}\right)}{\epsilon_{n}} \\
& =\frac{\psi_{1}(t, x)-\psi_{1}\left(t, x_{n}\right)}{\epsilon_{n}}+\frac{\psi_{2}(t, x)-\psi_{2}\left(t, x_{n}\right)}{\epsilon_{n}}+\frac{\psi\left(t, x_{n}\right)-\psi\left(t-\epsilon_{n}, x_{n}\right)}{\epsilon_{n}} \\
& \geq\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|+\gamma_{1}(n)\right) r+\int_{t-\epsilon_{n}}^{t} \frac{\partial_{t} \psi\left(s, x_{n}\right)}{\epsilon_{n}} d s \\
& =\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|\right) r+\partial_{t} \psi(t, x)+\gamma_{2}(n), \tag{4.95}
\end{align*}
$$

where $\lim _{n \rightarrow+\infty} \gamma_{1}(n)=\lim _{n \rightarrow+\infty} \gamma_{2}(n)=0$. Therefore (4.95), together with (4.94), implies

$$
\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|\right) r+\partial_{t} \psi(t, x)+\gamma_{2}(n) \leq L(x, r)+\varrho(r) \bar{\omega}_{R}\left(\epsilon_{n} r\right)
$$

Letting $n$ tend to $+\infty$ we get

$$
\begin{equation*}
\left(\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|\right) r-L(x, r)+\partial_{t} \psi(t, x) \leq 0 \tag{4.96}
\end{equation*}
$$

Maximizing over $r>0$ in (4.96), Lemma 4.3 thus yields

$$
\begin{equation*}
H_{\left|\nabla \psi_{2}(t, x)\right|}\left(x,\left|\nabla \psi_{1}(t, x)\right|\right)+\partial_{t} \psi(t, x) \leq 0 . \tag{4.97}
\end{equation*}
$$

Viscosity super-solution. Let $\psi \in \overline{\mathcal{C}}$ be such that $u-\psi$ achieves its local minimum at $(t, x) \in(0, T) \times \mathbb{S}$. For each $\epsilon>0$ there exists $\sigma_{\epsilon}:[0, t] \rightarrow \mathbb{S}$ such that $\sigma_{\epsilon}(t)=x$ and

$$
\begin{equation*}
u(t, x) \geq-\epsilon^{2}+\int_{0}^{t} L\left(\sigma_{\epsilon},\left|\sigma_{\epsilon}^{\prime}\right|\right) d s+g\left(\sigma_{\epsilon}(0)\right) \tag{4.98}
\end{equation*}
$$

Thus, setting $\sigma_{\epsilon}(t-\epsilon)=x_{\epsilon}$, we must also have

$$
\begin{equation*}
u(t, x) \geq-\epsilon^{2}+u\left(t-\epsilon, x_{\epsilon}\right)+\int_{t-\epsilon}^{t} L\left(\sigma_{\epsilon},\left|\sigma_{\epsilon}^{\prime}\right|\right) d s \tag{4.99}
\end{equation*}
$$

By Lemma 4.5 (4.98) implies $\lim _{\epsilon \rightarrow 0} d\left(x, x_{\epsilon}\right)=0$. By the minimality of $u-\psi$ at $(t, x)$

$$
\begin{equation*}
\frac{\psi(t, x)-\psi\left(t-\epsilon, x^{\epsilon}\right)}{\epsilon} \geq \frac{u(t, x)-u\left(t-\epsilon, x^{\epsilon}\right)}{\epsilon} . \tag{4.100}
\end{equation*}
$$

Similarly as before one checks that

$$
\frac{\psi(t, x)-\psi\left(t-\epsilon, x^{\epsilon}\right)}{\epsilon} \leq\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\gamma_{3}(\epsilon)\right) \frac{\operatorname{dist}\left(x_{\epsilon}, x\right)}{\epsilon}+\partial_{t} \psi(t, x)+\gamma_{3}(\epsilon)
$$

for some modulus $\gamma_{3}$. Therefore we conclude that

$$
\begin{equation*}
\frac{\psi(t, x)-\psi\left(t-\epsilon, x^{\epsilon}\right)}{\epsilon} \leq\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\gamma_{3}(\epsilon)\right) \frac{\int_{t-\epsilon}^{t}\left|\sigma_{\epsilon}^{\prime}\right| d s}{\epsilon}+\partial_{t} \psi(t, x)+\gamma_{3}(\epsilon) \tag{4.101}
\end{equation*}
$$

We combine (4.99), 4.100 and 4.101) to obtain

$$
-\epsilon-\gamma_{3}(\epsilon) \leq \frac{1}{\epsilon} \int_{t-\epsilon}^{t}\left(\left(\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\gamma_{3}(\epsilon)\right)\left|\sigma_{\epsilon}^{\prime}\right|-L\left(\sigma_{\epsilon},\left|\sigma_{\epsilon}^{\prime}\right|\right)\right) d s+\partial_{t} \psi(t, x)
$$

Thus,

$$
-\epsilon-\gamma_{3}(\epsilon) \leq \frac{1}{\epsilon} \int_{t-\epsilon}^{t} H\left(\sigma_{\epsilon},\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|+\gamma_{3}(\epsilon)\right) d s+\partial_{t} \psi(t, x)
$$

Using the equicontinuity of $\sigma_{\epsilon}$ and the fact that $H$ is continuous, and letting $\epsilon$ tend to 0 , we conclude that

$$
\begin{aligned}
0 & \leq H\left(x,\left|\nabla \psi_{1}(t, x)\right|+\left|\nabla \psi_{2}(t, x)\right|\right)+\partial_{t} \psi(t, x) \\
& =H^{\left|\nabla \psi_{2}(t, x)\right|}\left(x,\left|\nabla \psi_{1}(t, x)\right|\right)+\partial_{t} \psi(t, x)
\end{aligned}
$$

Remark 4.9. The proof of Theorem 4.8 would also work in the case when $L(x, \cdot)$ is not nondecreasing. The only difference would be that in the proof of the subsolution part, if $\left|\nabla \psi_{1}(t, x)\right|-\left|\nabla \psi_{2}(t, x)\right|<0$ we would get instead of 4.97)

$$
\tilde{H}_{\left|\nabla \psi_{2}(t, x)\right|}\left(x,\left|\nabla \psi_{1}(t, x)\right|\right)+\partial_{t} \psi(t, x) \leq 0
$$

where $\tilde{H}(x, s)=\sup _{r>0}\{s r-L(x, r)\}, s \in \mathbb{R}$. We have $\tilde{H}(x, s)=H(x, s)$ if $s \geq 0$ however we would need to use this extension of $H$ to define a metric viscosity subsolution. Thus we would obtain that $u$ is a metric viscosity solution of 4.89) with $H$ replaced by $\tilde{H}$. This kind of extension was also used in [1]. However using negative values for the local slope variable seems rather artificial. We suggest an idea how one can get around this even though we do not pursue it here. If we take $\bar{L}(x, s)=H^{*}(x, s):=\sup _{r>0}\{s r-H(x, r)\}$, then $(\bar{L})^{*}=H$ but $\bar{L}(x, \cdot)$ is nondecreasing. Assuming that $\bar{L}$ has properties similar to these of $L$, one can then show that the value function $\bar{u}$ for the problem associated with $\bar{L}$ is continuous and $\bar{u}$ is a metric viscosity solution of 4.89) (with the original $H$ ). Since $\tilde{H}_{r} \leq H_{r}, \bar{u}$ is also a metric viscosity solution of 4.89) with $H$ replaced by $\tilde{H}$. So $u$ and $\bar{u}$ are both viscosity solutions of the same equation. If $\tilde{H}$ satisfies the properties needed for comparison theorem we then obtain $\bar{u}=u$, i.e. $u$ is a metric viscosity solution of the original equation 4.89). This is why we stated the assumptions in this paper for Hamiltonians which are also defined for negative values of the local slope variable.

## 5. Stationary Equations

We present three comparison theorems. The first is a typical result for time independent equations with Hamiltonians that have at most linear growth in the local slope variable. The
second is a stationary version of Theorem 4.2 and the third is a result for equations of eikonal type.

### 5.1. Hamiltonians with sublinear growth.

Theorem 5.1 (A comparison principle for bounded solutions). Let $\Omega=\mathbb{S} . \operatorname{Let}(A 1),(A 3),(A 4)$, and (A2) with $\nu>0$ be satisfied. Let $u$ be a metric viscosity subsolution of (1.3) and $v$ be a metric viscosity supersolution of (1.3) such that $u$ and $-v$ are bounded from above. Then

$$
\begin{equation*}
m:=\lim _{R \rightarrow+\infty} \lim _{\gamma \rightarrow 0} \sup \left\{u(x)-v(y): d(x, y)<\gamma, d\left(x, x_{0}\right)+d\left(y, x_{0}\right) \leq R\right\} \leq 0 \tag{5.102}
\end{equation*}
$$

In particular $u \leq v$ in $\mathbb{S}$.
Proof. The proof follows the lines of the proof of Proposition 3.3. Suppose $m>0$. Define for $\epsilon, \delta>0$

$$
\Psi(x, y)=u(x)-v(y)-\delta d^{2}\left(x, x_{0}\right)-\delta d^{2}\left(y, x_{0}\right)-\frac{d^{2}(x, y)}{2 \epsilon}
$$

and let, for $n \geq 1, \bar{x}, \bar{y} \in \mathbb{S}$ be such that

$$
\Psi(x, y)-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a maximum over $\mathbb{S} \times \mathbb{S}$ at $(\bar{x}, \bar{y})$. Obviously $d\left(\bar{x}, x_{0}\right)+d\left(\bar{y}, x_{0}\right) \leq R_{\delta}$ for some $R_{\delta}>0$. Similarly to the proof in the time dependent case we show that

$$
\begin{gather*}
\lim _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}=0 \quad \text { for every } \delta>0  \tag{5.103}\\
\lim _{\delta \rightarrow 0} \underset{\epsilon \rightarrow 0}{\limsup } \limsup _{n \rightarrow \infty} \delta\left(d^{2}\left(\bar{x}, x_{0}\right)+d^{2}\left(\bar{y}, x_{0}\right)\right)=0 \tag{5.104}
\end{gather*}
$$

and that for sufficiently small $\delta, \epsilon$ and sufficiently large $n$

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \limsup _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty}(u(\bar{x})-v(\bar{y}))>\frac{m}{2} . \tag{5.105}
\end{equation*}
$$

We now have

$$
H_{2 \delta d\left(\bar{x}, x_{0}\right)+1 / n}\left(\bar{x}, u(\bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \leq 0
$$

which by Remark 3.1 and (5.104) implies

$$
H\left(\bar{x}, u(\bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \leq L\left(1+d\left(\bar{x}, x_{0}\right)\right)\left(2 \delta d\left(\bar{x}, x_{0}\right)+1 / n\right) \leq \sigma(\delta, \epsilon, n),
$$

where $\lim _{\delta \rightarrow 0} \lim \sup _{\epsilon \rightarrow 0} \lim \sup _{n \rightarrow \infty} \sigma(\delta, \epsilon, n)=0$. In the same way we obtain

$$
H\left(\bar{y}, v(\bar{y}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \geq-\sigma(\delta, \epsilon, n) .
$$

Therefore, by (A2) and (A3),

$$
\begin{aligned}
\nu(u(\bar{x})-v(\bar{y})) & \leq H\left(\bar{y}, u(\bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-H\left(\bar{x}, u(\bar{x}), \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+2 \sigma(\delta, \epsilon, n) \\
& \leq \omega_{\tilde{R}_{\delta}}\left(d(\bar{x}, \bar{y})\left(1+\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)\right)+2 \sigma(\delta, \epsilon, n)
\end{aligned}
$$

for some $\tilde{R}_{\delta}>0$. This, together with (5.103) and (5.105), produces a contradiction.
5.2. Hamiltonians with superlinear growth. We consider the equation

$$
\begin{equation*}
u+H(x,|\nabla u|)-f(x)=0 \quad \text { in } \mathbb{S} . \tag{5.106}
\end{equation*}
$$

Theorem 5.2 (A comparison principle for solutions which may be unbounded). Let (B1)(B6) be true and let $f$ satisfy (A5). Let $u$ be a metric viscosity subsolution of (5.106) and $v$ be a metric viscosity supersolution of (5.106) satisfying

$$
\begin{equation*}
\limsup _{d\left(x, x_{0}\right) \rightarrow+\infty} \frac{u(x)}{1+d^{\alpha}\left(x, x_{0}\right)} \leq 0, \quad \limsup _{d\left(x, x_{0}\right) \rightarrow+\infty} \frac{-v(x)}{1+d^{\alpha}\left(x, x_{0}\right)} \leq 0 . \tag{5.107}
\end{equation*}
$$

Then $u \leq v$.
Proof. The proof mostly repeats the arguments of the proof of Theorem 4.2. If $\sup (u-v) \geq$ $2 \nu_{1}>0$ then there is $\lambda_{0}<1$ such that $\sup (\lambda u-v) \geq \nu_{1}$ for $\lambda_{0}<\lambda<1$. We define for $\lambda_{0}<\lambda<1, \delta>0, \epsilon>0$ the function

$$
\Psi(x, y)=\lambda u(x)-v(y)-\delta\left(1+d^{\alpha}\left(x, x_{0}\right)\right)-\delta\left(1+d^{\alpha}\left(y, x_{0}\right)\right)-\frac{d^{2}(x, y)}{2 \epsilon}
$$

Since by (5.107), $\Psi(x, y) \rightarrow-\infty$ as $\min \left(d\left(x, x_{0}\right), d\left(y, x_{0}\right)\right) \rightarrow+\infty$, uniformly for $\epsilon$, using Lemma 2.9 for every $n \geq 1$ there are $(\bar{x}, \bar{y}) \in B_{R_{\delta}}\left(x_{0}\right) \times B_{R_{\delta}}\left(x_{0}\right)$ for some $R_{\delta}>0$ such that

$$
\Psi(x, y)-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a maximum over $\mathbb{S} \times \mathbb{S}$ at $(\bar{x}, \bar{y})$. Moreover by an argument as in the proof of Proposition (3.3) (5.103) is satisfied and, for $\lambda$ sufficiently close to 1 ,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \limsup _{\epsilon \rightarrow 0} \limsup _{n \rightarrow \infty}\left(\lambda u(\bar{x})-v(\bar{y})-\delta\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)-\delta\left(1+d^{\alpha}\left(\bar{y}, x_{0}\right)\right)\right)>\frac{\nu_{1}}{2} . \tag{5.108}
\end{equation*}
$$

By the definition of viscosity subsolution we have

$$
\begin{equation*}
u(\bar{x})+H\left(\bar{x}, \frac{1}{\lambda}\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}-\delta \alpha d^{\alpha-1}\left(\bar{x}, x_{0}\right)\right)\right)-f(\bar{x}) \leq \rho_{1}(n) \tag{5.109}
\end{equation*}
$$

where $\lim _{n \rightarrow+\infty} \rho_{1}(n)=0$ for fixed $\lambda, \delta, \epsilon$. Repeating the arguments that led to (4.60) we obtain

$$
\begin{aligned}
H\left(\bar{x}, \frac{1}{\lambda}\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}-\delta \alpha d^{\alpha-1}\left(\bar{x}, x_{0}\right)\right)\right) & \geq \frac{1}{\eta} H\left(\bar{x}, \frac{\eta}{\lambda} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-\frac{(1-\eta)}{\eta} H\left(\bar{x}, \frac{\eta}{1-\eta} \frac{\delta \alpha d^{\alpha-1}\left(\bar{x}, x_{0}\right)}{\lambda}\right) \\
& \geq \frac{1}{\lambda} \gamma\left(\frac{1+\lambda}{2 \lambda}\right) H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right) \\
& -C_{1}(\alpha, \lambda) \delta^{m}\left(1+d\left(\bar{x}, x_{0}\right)\right)^{\kappa} d^{m(\alpha-1)}\left(\bar{x}, x_{0}\right),
\end{aligned}
$$

where $\eta=(1+\lambda) / 2$ and we used (B2) and (B3). Since for $\delta<\delta_{0}=\delta_{0}(\lambda, \alpha, \kappa, m)$

$$
C_{1}(\alpha, \lambda) \delta^{m}\left(1+d\left(\bar{x}, x_{0}\right)\right)^{\kappa} d^{m(\alpha-1)}\left(\bar{x}, x_{0}\right) \leq \frac{\delta}{\lambda}\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)
$$

it thus follows from (5.109) and (5.110) that for $\delta<\delta_{0}$

$$
u(\bar{x})-\frac{\delta}{\lambda}\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)+\frac{1}{\lambda} \gamma\left(\frac{1+\lambda}{2 \lambda}\right) H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{x}) \leq \rho_{1}(n),
$$

which, by ( $B 6$ ) implies

$$
\begin{equation*}
\lambda u(\bar{x})-\delta\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)+\gamma\left(\frac{1+\lambda}{2 \lambda}\right) H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{x}) \leq \rho_{1}(n)-(1-\lambda) M . \tag{5.111}
\end{equation*}
$$

Defining $\tau$ and $r$ as in (4.64) and arguing like in (4.65) we also obtain for $\delta<\delta_{1}=$ $\delta_{1}(\lambda, \alpha, \kappa, m)$

$$
\begin{equation*}
v(\bar{y})+\delta\left(1+d^{\alpha}\left(\bar{y}, x_{0}\right)\right)+\tau \bar{\gamma}\left(\frac{1}{\tau}\right) H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{y}) \geq-\rho_{1}(n) . \tag{5.112}
\end{equation*}
$$

Subtracting (5.112) from (5.111) yields

$$
\begin{align*}
& \lambda u(\bar{x})-v(\bar{y})-\delta\left(1+d^{\alpha}\left(\bar{x}, x_{0}\right)\right)-\delta\left(1+d^{\alpha}\left(\bar{y}, x_{0}\right)\right) \\
\leq & -r H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-\tau \bar{\gamma}\left(\frac{1}{\tau}\right)\left(H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)\right) \\
+ & f(\bar{x})-f(\bar{y})+2 \rho_{1}(n)-(1-\lambda) M \\
\leq & -r \theta\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)^{m}+\tau \bar{\gamma}\left(\frac{1}{\tau}\right) \omega_{R_{\delta}}(d(\bar{x}, \bar{y}))\left(1+\left(\frac{d(\bar{x}, \bar{y})}{\epsilon}\right)^{m}\right) \\
+ & \sigma_{R_{\delta}}(d(\bar{x}, \bar{y}))+2 \rho_{1}(n)-(1-\lambda) M \tag{5.113}
\end{align*}
$$

We now obtain a contradiction if we choose $\lambda_{0}<\lambda<1$ such that $-(1-\lambda) M<\nu_{1} / 4$, take $\lim _{\delta \rightarrow 0} \lim \sup _{\epsilon \rightarrow 0} \lim \sup _{n \rightarrow \infty}$ in (5.113), and use (5.103) and (5.108).
5.3. Eikonal type equations. In this section we consider equations which are not "proper", i.e. they are not strictly monotone in the zero order variable. In such cases a typical technique is to perturb a subsolution/supersolution so that a perturbed function is a subsolution/supersolution of the equation with strict inequality. There are various ways to do it. Here we present a standard technique which applies to equations of eikonal type. We refer to [47] for more on such techniques in domains of $\mathbb{R}^{n}$.

Let $\Omega$ be an open and bounded subset of $\mathbb{S}$. We consider the equation

$$
\left\{\begin{array}{l}
a(x)|\nabla u|-f(x)=0, \quad \text { in } \Omega, \\
u(x)=g(x) \quad \text { on } \partial \Omega
\end{array}\right.
$$

Defining

$$
H(x, s)=\left\{\begin{array}{lc}
a(x) s & s \geq 0 \\
0 & s<0
\end{array}\right.
$$

we rewrite the above equation as

$$
\left\{\begin{array}{l}
H(x,|\nabla u|)-f(x)=0, \quad \text { in } \Omega,  \tag{5.114}\\
u(x)=g(x) \quad \text { on } \partial \Omega .
\end{array}\right.
$$

We assume that

- (D1)

$$
|a(x)-a(y)| \leq C d(x, y), \quad \text { for all } x, y \in \Omega
$$

Theorem 5.3. Let $\Omega$ be an open and bounded subset of $\mathbb{S}$, let $(D 1)$ be true, and let $f$ satisfy (A5) on $\Omega$ and (B6) on $\Omega$ with $M>0$. Let $g$ be uniformly continuous on $\partial \Omega$. Let $u$ be $a$ metric viscosity subsolution of (5.114) and $v$ be a metric viscosity supersolution of (5.114). Suppose that

$$
\begin{equation*}
u(y) \leq g(x)+\sigma_{0}(d(x, y)), \quad v(y) \geq g(x)-\sigma_{0}(d(x, y)) \quad \text { for all } x \in \partial \Omega, y \in \Omega, \tag{5.115}
\end{equation*}
$$

for some modulus $\sigma_{0}$. Then $u \leq v$ in $\bar{\Omega}$.
Proof. Recall that since $\Omega$ is bounded and $u$ is locally bounded, $u$ is bounded on $\Omega$. If $u \not \approx v$ then for $0<\lambda<1$ sufficiently close to 1 , we have $\sup _{\Omega}(\lambda u-v) \geq 2 \nu_{1}>0$. By Lemma 2.9, for $0<\lambda<1, \epsilon>0, n \geq 1$ there are points $(\bar{x}, \bar{y}) \in \bar{\Omega} \times \bar{\Omega}$ such that the function

$$
\Psi(x, y):=\lambda u(x)-v(y)-\frac{d^{2}(x, y)}{2 \epsilon}-\frac{1}{n}(d(x, \bar{x})+d(y, \bar{y}))
$$

has a maximum over $\bar{\Omega} \times \bar{\Omega}$ at $(\bar{x}, \bar{y})$. Moreover as before we have that (5.103) is satisfied. Since $\Omega$ is a bounded set and $(\bar{x}, \bar{y})$ maximizes $\Psi$ then for $n$ large enough

$$
\begin{equation*}
\lambda u(\bar{x})-v(\bar{y})=\Psi(\bar{x}, \bar{y})+\frac{d^{2}(\bar{x}, \bar{y})}{2 \epsilon}>\nu_{1} . \tag{5.116}
\end{equation*}
$$

If we assume for instance that $\bar{x} \in \partial \Omega$ then, since $u(\bar{x}) \leq g(\bar{x})$ and (5.115) holds,
(5.117) $\lambda u(\bar{x})-v(\bar{y}) \leq \lambda g(\bar{x})-v(\bar{y}) \leq-(1-\lambda) g(\bar{x})+\sigma_{0}(d(\bar{x}, \bar{y})) \leq-(1-\lambda) u(\bar{x})+\sigma_{0}(d(\bar{x}, \bar{y}))$.

Thus, since $|\lambda-1| \ll 1$ and $d(\bar{x}, \bar{y}) \ll 1$ if $\epsilon$ and $1 / n$ are small, (5.116) contradicts (5.117). Consequently, $(\bar{x}, \bar{y}) \in \Omega \times \Omega$ if $\lambda$ is sufficiently close to 1 and $\epsilon, 1 / n$ are sufficiently small. Therefore by the definition of viscosity subsolution

$$
H_{1 /(n \lambda)}\left(\bar{x}, \frac{1}{\lambda} \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{x}) \leq 0,
$$

which implies

$$
\begin{equation*}
H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-\lambda f(\bar{x}) \leq \rho_{1}(\lambda, \epsilon ; n), \tag{5.118}
\end{equation*}
$$

where $\lim _{n \rightarrow+\infty} \rho_{1}(\lambda, \epsilon ; n)=0$ for fixed $\lambda, \epsilon$. Since $f \geq M>0$, it follows

$$
-\lambda f(\bar{x}) \geq-f(\bar{x})+M(1-\lambda)
$$

and thus we obtain in (5.118)

$$
\begin{equation*}
H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{x}) \leq-M(1-\lambda)+\rho_{1}(\lambda, \epsilon ; n) . \tag{5.119}
\end{equation*}
$$

(We remark that the same argument shows that in fact $\lambda u$ is a metric viscosity subsolution of $H(x,|\nabla u|)-f+M(1-\lambda)=0$.) Using the definition of viscosity supersolution we obtain

$$
\begin{equation*}
H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-f(\bar{y}) \geq-\rho_{1}(\lambda, \epsilon ; n) . \tag{5.120}
\end{equation*}
$$

Subtracting (5.119) from (5.120) we thus have

$$
\begin{align*}
M(1-\lambda) & \leq H\left(\bar{y}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)-H\left(\bar{x}, \frac{d(\bar{x}, \bar{y})}{\epsilon}\right)+f(\bar{x})-f(\bar{y})+2 \rho_{1}(\lambda, \epsilon ; n) \\
& \leq \frac{d(\bar{x}, \bar{y})}{\epsilon}|a(\bar{y})-a(\bar{x})|+\sigma(d(\bar{x}, \bar{y}))+2 \rho_{1}(\lambda, \epsilon ; n) \\
& \leq C \frac{d^{2}(\bar{x}, \bar{y})}{\epsilon}+\sigma(d(\bar{x}, \bar{y}))+2 \rho_{1}(\lambda, \epsilon ; n) \tag{5.121}
\end{align*}
$$

which gives a contradiction if we let $\lim _{\epsilon \rightarrow 0} \lim \sup _{n \rightarrow \infty}$ above and use (5.103).
We remark that if we know in advance that either $u$ or $v$ is more regular then condition (D1) can be relaxed. In particular (see the proof of Theorem 3.7) if either $u$ or $v$ is Lipschitz continuous, then ( $D 1$ ) can be replaced by the uniform continuity of $a$.
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