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Below this threshold $p n \leq(\ln (n)-\omega(1)), G \sim \mathbb{G}(n, p)$ and $H \sim \mathbb{G}(n, n, p)$ are not invertible with high probability.
[Rudelson, Basak '18]
For $d \geq 3$, random d-regular graphs are invertible with high probability.
[Huang '18]
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## Karp-Sipser Core

Definition: The Karp-Sipser core of a graph $G$ is the graph that remains after peeling vertices of degree 1 and their unique neighbor, and then removing all isolated vertices


$$
\begin{aligned}
G v & =0 \Leftrightarrow G^{\prime} v^{\prime}=0 \\
v & =\left(-w^{\top} v^{\prime}, 0, v^{\prime}\right)
\end{aligned}
$$
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If these numbers different, then $\mathrm{Bi}-\mathrm{Adj}\left(H_{K S}\right)$ rectangular
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Tool: Show that there is a column with exactly one non-zero entry
$R=$ number of non-zero entries among the k rows
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$\Rightarrow$ No minimal dependency in these k rows
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Quadratic Littlewood Offord Theorem [Costello, Vu '06]:
Let $X_{i} \sim \operatorname{Bernoulli}(p)$ for $i \in[n]$. Let $M \in \mathbb{R}^{n \times n}$ contain at least $m$ columns with at least $m$ non-zeros.
Then $\operatorname{Pr}\left[X^{T} M X=0\right] \leq O(1 / \sqrt[4]{p m})$
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## Case 1: $A^{(n)}$ has kernel vector $\mathbf{v}$ with large support
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## Case 1: $A^{(n)}$ has kernel vector $\mathbf{v}$ with large support
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Sparse Littlewood-Offord:
Then $\operatorname{Pr}\left[A_{n}^{T} v=0\right] \leq O(1 / \sqrt{d})$
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## Main Results

- Whp, corank given by $I_{K S}$
- Characterization of minimal dependencies



## Limitations/Directions



- Union bound over small dependencies

Constant Average Degree?


## Thanks!

## Questions?


[^0]:    Claim 2: If $x$ is a kernel vector of $G_{K S}$, then there must be a kernel vector $y$ of $G$ whose support contains the support of $x$.

