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Orthogonal Vector Sets

A set of vectors {1, ..., ,} are an orthogonal set of vectors
if for each j # k, @ L

Example: Fill in the missing entries to make {i, iz, i3} an orthogonal
set of vectors.

FIGURE 1

EXAMPLE 1 Show that {u;,u,

Topics and Objectives

Topics
1. Orthogonal Sets of Vectors
2. Orthogonal Bases and Projections.

Learning Objectives
1. Apply the concepts of orthogonality to
2) compute orthogonal projections and distances,
) express a vector as a linear combination of orthogonal vectors,
©) characterize bases for subspaces of R", and
d) construct orthonormal bases.

Motivating Question
What are the special properties of this basis for R37

3 -1 -1
1| VI, | 2| /V6, |-4|/VE6
1 1 7

Linear Independence

Theorem (Linear Independence for Orthogonal Sets)

Let {ii,..., iy} be an orthogonal set of vectors. Then, for
scalars ci, ..., Gy

fleas + -+ ey = Gl + - + T2

In particular, if all the vectors @, are non-zero, the set of vectors
s, iy} are linearly independent.
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us} is an orthogonal set, where
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Let W be the subspace of R? that is orthogonal to 7.
2) Check that an orthogonal basis for W is given by i and .
b) Compute the expansion of 5 in basis V.

F=

Let {is,...,ii,} be an orthogonal basis for a subspace W of
™. Then, for any vector i € W,

@ = erily + -+ cpilp.

Above, the scalars are c,

For example, any vector i € R? can be written as a linear combination
of {&1, &, &)}, or some other orthogonal basis {@1, @2, @}.

&
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THEOREM 4 If S = {uy,...,u,} is an orthogonal set of nonzero vectors in R”, then S is
lincarly independent and hence is a basis for the subspace spanned by .

Let i be a non-zero vector, and let i be some other vector. The Let L be spanned by (1,1,1,1) in 1.
orthogonal projection of 7 onto the direction of i is the vector in the 1. Find the projection of i = (~3,,6,~4) onto the line L.

Span of @ that is closest to/7. 2. How close is 7 to the line L?

The vector @ = & — proji is
orthogonal to i, so that

7 = projgi + @ z
1917 = lproigdl + sl
projad ﬂ FIGURE 2
Finding & to make y — y
orthogonal to u.



andu =

EXAMPLE 3 Lety = [; g

. Find the orthogonal projection of y onto

u. Then write y as the sum of two orthogonal vectors, one in Span {u} and one orthogonal

tou.

Definition

Definition (Or

An orthonormal basis for a subspace W is an orthogonal basis
{d,...,i,} in which every vector i, has unit length. In this
case, for each @ € W,

@ = (@) @iy + - + (@) - Gyl

@l = A/[(@) - @] + - + [(@) - @]
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Example

L=Span{u}

FIGURE 3 The orthogonal projection of y onto a
line L through the origin.

The subspace W is a subspace of R? perpendicular to (1,1,1). Calculate
the missing coefficients in the orthonormal basis for W.

e L
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Orthogonal Matrices

An orthogonal matrix is a square matrix whose columns are

orthonormal

Theorem |

An m x n matrix U has orthonormal columns if and only if U7U = I,,.

Note that this theorem does not apply when n > m. Why?

Vi
Vi

Example
Compute the length of the vector below.
1/2
1/2
1/2
1/2

3Vt
0

Theorem

Theorem (Mapping Properties of Orthogonal Matrices)
Assume m x m matrix U has orthonormal columns. Then

1. (Preserves length) U] =

2. (Preserves angles) (UZ) - (U7) =

3. (Preserves orthogonality)

Additional Example (if time permits)

A 4 x 4 orthonormal matrix is below. It's columns are orthonormal.

1/2 2/V10 1/2  1/V10
A |12 1YVI0 -1/2 —2/V10
ST e avio <12 2/vi0

12 —2/V10 12 —1/VI0

Verify that the rows also form an orthonormal basis.



6.2 EXERCISES

In Exercises 1-6, determine which sets of vectors are orthogonal. 3 ~1 3 5 —4 3

s -2 3 8 6 —4 1 3

-1 5 3 1 0 -5 . 1°l =317 . ol'l =3 | 5

1. 41,(2].—4 2. (=2 |,|1],]| -2 3 4 0 3 8 -1
-3 1 =7 1 2 1

In Exercises 7-10, show that {u,,u,} or {u,,u,,us} is an orthog-
onal basis for R? or R, respectively. Then express x as a linear

) 6 3 2 0 4 combination of the u’s.
317131 1 4. | -5].]0].| -2 7w — 2 _— 6 anid = 9
-1 9] -1 -3] Lo 6 R I A Y Tl
! A better name might be orthonormal matrix, and this term is found in some statistics texts. However,
orthogonal matrix is the standard term in linear algebra.

8 _[3 _[-2 i —6 In Exercises 17-22, determine which sets of vectors are orthonor-
e 1V ] I ] il B mal. If a set is only orthogonal, normalize the vectors to produce
an orthonormal set.

1 -1 2 8 i
9. wy=[0|,ua=| 4|, u3=| 1 |,andx=]|—4 1/3 -1/2 0 0
1 1 -2 -3 17: [1/3 |; 0 18. | 1 (.| -1
1/3 1/2 0 0
3 2 1 ] LY/ /
10. uy=| -3 |,u2= 2 ,us=|1],andx=| -3 r_6 3 -2/3 1/3
0 5 4 1 19. '8].['6 20.| 13|23
\ L - —d 2/3 0
11. Compute the orthogonal projection of [7] onto the line
F1/~/107 [ 3/4/10 0
through[_;]andlheoﬁgin. 21. | 3/v/20 |,| =1/v20 |, | =1/+2
| 3/v/20 ] | -1/v20 1/v2
12. Compute the orthogonal projection of [_: ] onto the line M1 /Jﬁ M1/ V2 -2/3
=i » 22. | 4/V18 |, o [,| 1/3
through [ 3] and the origin. i ]/m _—I/ﬁ -2/3
13 Tt 2 diiii= 4 Wri h § In Exercises 23 and 24, all vectors are in R”. Mark each statement
e ] [P el IR | (B B 2 True or False. Justify each answer.

orthogonal vectors, one in Span {u} and one orthogonal to u.

2 77 . b. If y is a linear combination of nonzero vectors from an
14. Lety = [6] and u = [ | |- Write y as the sum of a vector orthogonal set, then the weights in the linear combination
in Span {u} and a vector orthogonal to u. can be computed without row operations on a matrix.

c. If the vectors in an orthogonal set of nonzero vectors are
normalized, then some of the new vectors may not be
the line through u and the origin. orthogonal.

15. Lety = [ :: ] andu = [ g] . Compute the distance from y to

d. A matrix with orthonormal columns is an orthogonal

=3 1 .
16. Lety = [ 9] andu = [2 ] Compute the distance from y matrix.

e e. If Lisaline through 0 and if § is the orthogonal projection

of y onto L, then ||y|| gives the distance from y to L.

24. a. Not every orthogonal set in R" is linearly independent.

b. IfasetS = {u,,..., u, | has the property thatu; - u; = 0
wheneveri # j,then S is an orthonormal set.

c. Ifthe columns of an m x n matrix A are orthonormal, then
the linear mapping x > AXx preserves lengths.

d. The orthogonal projection of y onto v is the same as the
orthogonal projection of y onto cv whenever ¢ # 0.

e. An orthogonal matrix is invertible.



24.

31.

32.

33

a. Not every orthogonal set in R" is linearly independent.

b. IfasetS = {u,,..., u,} has the property thatu;-u; = 0
wheneveri # j,then S is an orthonormal set.

c. Ifthe columns of anm x n matrix A are orthonormal, then
the linear mapping x + Ax preserves lengths.

d. The orthogonal projection of y onto v is the same as the
orthogonal projection of y onto c¢v whenever ¢ # 0.

e. An orthogonal matrix is invertible.

Prove Theorem 7. [Hint: For (a), compute ||Ux|?, or prove
(b) first.]

Suppose W is a subspace of R” spanned by n nonzero
orthogonal vectors. Explain why W = R".

Let U be a square matrix with orthonormal columns. Explain
why U is invertible. (Mention the theorems you use.)

Let U be an n x n orthogonal matrix. Show that the rows of
U form an orthonormal basis of R”.

Let U and V be n x n orthogonal matrices. Explain why
UV is an orthogonal matrix. [That is, explain why UV is
invertible and its inverse is (UV)7 ]

Let U be an orthogonal matrix, and construct V' by inter-
changing some of the columns of U. Explain why V' is an
orthogonal matrix.

Show that the orthogonal projection of a vector y onto a line
L through the origin in R? does not depend on the choice
of the nonzero u in L used in the formula for y. To do this,
suppose y and u are given and y has been computed by
formula (2) in this section. Replace u in that formula by cu,
where ¢ is an unspecified nonzero scalar. Show that the new
formula gives the same y.

Let {vi, v2} be an orthogonal set of nonzero vectors, and let
¢y, ¢ be any nonzero scalars. Show that {¢,v;, c,v»} is also
an orthogonal set. Since orthogonality of a set is defined in
terms of pairs of vectors, this shows that if the vectors in
an orthogonal set are normalized, the new set will still be
orthogonal.

Givenu # 0inR", let L = Span {u}. Show that the mapping
X > proj, X is a linear transformation.

Given u # 0 in R”, let L = Span {u}. For y in R", the
reflection of y in L is the point refl, y defined by

refl,y =2 proj, y —y

See the figure, which shows that refl, y is the sum of
¥ = proj, y and y —y. Show that the mapping y > refl, y
is a linear transformation.

X,

w

¥y
The reflection of y in a line through the origin.

35. [M] Show that the columns of the matrix A are orthogonal
by making an appropriate matrix calculation. State the calcu-

lation you use.
-6 -3 6 1
-1 2 1 -6
3 6 3 =2
6 -3 6 -1
A4=1 2 1 2 3
-3 6 3 2
-2 -1 2 -3
1 2 1 6

36. [M] In parts (a)—~(d), let U be the matrix formed by normal-

izing each column of the matrix A4 in Exercise 35.

a. Compute U'U and UU” . How do they differ?

b. Generate a random vector y in R®, and compute
p=UU"y and z = y — p. Explain why p is in Col A.
Verify that z is orthogonal to p.

c. Verify that z is orthogonal to each column of U.

d. Notice that y = p + z, with p in Col A. Explain why z is

in (Col A)*. (The significance of this decomposition of
y will be explained in the next section.)
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y
2
g € Span{é},éx} =W
€1
Vectors €, and &> form an orthonormal basis for subspace W.

Vector % is not in W.
The orthogonal projection of § onto W =Span{é,é>} is 7.
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-4 -2 1
y THEOREM 8 The
Let W be a subspace of R”. Then each y in R” can be written uniquely in the form
y=y+z (1)
where § is in W and zis in W In fact,if {u,....,u,} is any orthogonal basis of
W, then
)
andz=y-§.
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Let if1,..., il be an orthonormal basis for R°. Let W = Span{is, i}
For a vector j € R, write =+ w", where § € W and wk € W-.

We can write
7

Then, w* = §—§isin W* because

Uniqueness:

Let W be a subspace of R". Then, each vector § € R™ has the
unique decomposition

FHuwt, Few, wtew-
And, if @,.... 1, is any orthogonal basis for W,

9 Mi;+--v+ Z
@,

i -

We say that  is the orthogonal projection of {7 onto W.

If time permits, we will prove this theorem on the next slide.

Ee—

() ) ()

Construct the decomposition i = + w*, where § is the orthogonal
projection of i onto the subspace W = Span{i, iz},



Best Approximation Theorem

Let W be a subspace of R”, § € R", and § is the orthogonal
projection of i onto W. Then for any i # jj € W, we have

That is,  is the unique vector in T that is closest to 7.

Il <7

Example 2b
1 3 1
g=| 2|, m=[-1], @=[-1
6 2 -2

What is the distance between 5 and subspace W = Span{il1, ii2}? Note
that these vectors are the same vectors that we used in Example 2a

Proof (if time permits)

The orthogonal projection of §f onto W is the closest point in W to .

Additional Example (if time permits)

Indicate whether each statement is true or false. If true, explain why in

one or two sentences. If false, give a counter example or explain why in

one or two sentences.

2) If & is orthogonal to ¥ and W, then  is also orthogonal to # — 1.

b) If projuw = 7. then 77 € W.

) If § =1 + 71, where @ € W and 91 € W', then @ is the
orthogonal projection of § onto V.



6.3 EXERCISES

In Exercises 1 and 2, you may assume that {u,...., u} is an
orthogonal basis for R*.
0 3 1 -
2 w1 RE | o _|-3
cwm= g bm=] g m= P w=] 0
-1 1 —4 1
10
x= _g . Write x as the sum of two vectors, one in
0
Span {u;, u2, us} and the other in Span {us}.
1 =2 1 -1
2.y = 2 uw = ! u; = 1 u = l
-m=| L m=) hm= o=
1 1 = >
4
v= _g . Write v as the sum of two vectors, one in
3

Span {u, } and the other in Span {u,, u;, uy}.

In Exercises 36, verify that {u,, u,} is an orthogonal set, and then
find the orthogonal projection of y onto Span {u;.u,}.

L[
-1

&

R
[ o]

In Exercises 7-10, let W be the subspace spanned by the u’s, and
write y as the sum of a vector in W and a vector orthogonal to W .

Ll

4 2/3 -2/3
17. Let y= 8|, w=|1/3|, w=| 2/3|, and
1 2/3 1/3

W = Span {u;, u,}.
a. LetU =[u, wu,].Compute U'U and UU".
b. Compute proj,, y and (UUT)y.
18. Lety = [;],n. = [_;j%].md W = Span {u,}.
a. Let U be the 2 x 1 matrix whose only column is u,.
Compute U'U and UU” .

b. Compute proj,, y and (UU”)y.

1 . 0
19. Letu, = 1 |{,uu=| —1 [,andu; = | 0 |.Note that
-2 2 1

u, and u, are orthogonal but that uj is not orthogonal to u, or
u;. It can be shown that u; is not in the subspace W spanned
by u, and u,. Use this fact to construct a nonzero vector v in
R that is orthogonal to u, and u,.
0
20. Letu, and u; be as in Exercise 19,and letuy = | 1 [.Itcan
0
be shown that uy is not in the subspace W spanned by u, and
u,. Use this fact to construct a nonzero vector v in R? that is
orthogonal to u, and u,.

In Exercises 21 and 22, all vectors and subspaces are in R". Mark

each statement True or False. Justify each answer.

21. a. If z is orthogonal to w; and to uw, and if W =
Span {u;, u,}, then z must be in W+

b. For each y and each subspace W, the vector y — proj,, ¥
is orthogonal to W.

c. The orthogonal projection § of y onto a subspace W can
sometimes depend on the orthogonal basis for W used to
compute .

d. Ifyisinasubsp W , then the orth 1 jection of
yonto W is y itself.

10. y=

e
0 -1
1 [w= 1
1

1
1
0
-1

aAw e W

-1

In Exercises 11 and 12, find the closest point to y in the subspace

W spanned by v, and v,.

1 y=

12, y=

3 3 1
1 1 -1
spv=|_ =]
L1 1] -1
M 37 Mo -47
e I 2 I
[ AR I O R B
L 13 ] 2] 3

In Exercises 13 and 14, find the best approximation to z by vectors

of the form ¢,v; + c2v5.

13.

16.

b

3 2 1
=7 -1 1
z= 2 VL= o anla¥a= 0
L 3] [ 1] L-1 ]
[ 27 [ 27 [ 57
_ 4 _ 0 _12
oM T T e
L-1] =3 L 2]
S =3 =3
. Lety=| -9 |,uy=| =5 |, = 2 |. Find the dis-
) 1 1
tance from y to the plane in R* spanned by u; and u,.
Lety, v;,and v, be as in Exercise 12. Find the distance from
¥ to the subspace of R* spanned by v, and v,.
e. Ifthe columnsofann x p matrix U are orthonormal, then
UU'y is the orthogonal projection of y onto the column
space of U.
. a. If W is a subspace of R” and if v is in both W and W+,
then v must be the zero vector.

b. In the Orthogonal Decomposition Theorem, each term in
formula (2) for ¥ is itself an orthogonal projection of y
onto a subspace of W.

c. If y =z, + z,, where z, is in a subspace W and z, is in
W+, then z; must be the orthogonal projection of y onto
w.

d. The best app: to y by el of a sub.

W is given by the vector y — proj, y.

e. If an n x p matrix U has orthonormal columns, then
UU"x = xforallx in R".

. Let A be an m x n matrix. Prove that every vector x in R”
can be written in the form x = p + u, where p is in Row A
and u is in Nul A. Also, show that if the equation Ax = b
is consistent, then there is a unique p in Row A such that
Ap=bh.

. Let W be a subspace of R” with an orthogonal basis
LW wp}.and let {vi,....v,} be an orthogonal basis for
wt.

a. Explain why {w,,. .Vi.....V,} is an orthogonal
set.

b. Explain why the set in part (a) spans R".

c. Show thatdim W + dim W+ = n.

[M] Let U be the 8 x 4 matrix in Exercise 36 in Section 6.2.

Find the closest point toy = (1,1,1,1,1,1,1,1) in Col U.

Write the keystrokes or commands you use to solve this

problem.

. [M] Let U be the matrix in Exercise 25. Find the distance

fromb = (1.1,1,1,-1,—1,=1,—=1) to Col U .



