


Section 2.9 : Dimension and Rank

Chapter 2 : Matrix Algebra

Math 1554 Linear Algebra

Why George ... 1 must say,
this is 2 dimension of you
I've never seen before.
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I

Section 20 Side 163

Topics and Objectives

Topics

We will cover these topics in this section.
1. Coordinates, relative to a basis.
2. Dimension of a subspace.
3. The Rank of a matrix

Objectives
For the topics covered in this section, students are expected to be able to

do the following.
. Calculate the coordinates of a vector in a given basis.
. Characterize a subspace using the concept of dimension (or

cardinality).
Characterize a matrix using the concepts of rank, column space, null

N o=

w

space.
Apply the Rank, Basis, and Matrix Invertibility theorems to describe

matrices and subspaces.

~
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Course Schedule

1o inclement
Topics and Objectives Mon Toe Wed Th Fi
: : . Week Dites Lecure  Sudo Lecture Studio Lecture
Section 2.9 : Dimension and Rank
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We will cover these topics in this section.
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matrices and subspaces.
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Choice of Basis Coordinates
Key idea: There are many possible choices of basis for a subspace. Our Definition
hoice can give us dramatically different properti 5 . i
choice can give us dramatically different properties Let B = {by,...,b,} be a basis for a subspace H. If  is in H, then
- N coordinates of & relative 5 are the weights (scalars) 1., c, so that
Example: sketch by -+ b, for the two different coordinate systems below.
F=caby oot by
And
)
o

is the coordinate vector of Z relative to B, or the B-coordinate
vector of 7




Example 1 Dimension

1 5 -
Let, = |0], 3|. Verify that 7 is in the span of Definition . , )
1 5 The dimension (or cardinality) of a non-zero subspace H, dim H, is the
B= (i, 5%}, and caleulate [&]s. number of vectors in a basis of H. We define dim{0} = 0.
Theorem
Any two choices of bases By and By of a non-zero subspace I have the
same dimension.
Examples:
1. dimR" =
2 H={(z1,...,2,) : 1+ + 2, =0} has dimension
3. dim(Null A) is the number of
4. dim(Col A) is the number of
Swions e 267 sinzs et
Rank Rank, Basis, and Invertibility Theorems
Definition
[_The rank of a matrix A is the dimension of its column space. Theorem (Rank Theorem)
If a matrix A has n columns, then Rank A -+ dim(Nul A) = n.

Theorem (Basis Theorem)

Example 2: Compute rank(A) and dim(Nul(A)),
Any two bases for a subspace have the same cardinality

2 8 2 5 -3 4 8 e
4 9 0 -3 2 5 -7 Theorem (Invertibility Theorem)
6 47770 0 0 4 —6 Let A be an x n matrix. These conditions are equivalent.
0 6 0 0 0 0 0 "
A is invertible.

1
2. The columns of A are a basis for R
3 ColA=R"

4. rank A = dim(Col 4) = n.

5 NullA={0}.




Example
If possible, give an example of a 2 x 3 matrix A, in reduced echelon form,

with the given properties.
a) rank(A) =3

b) rank(A) =2

c) dim(Null(A)) =2

d) Null4 = {0}
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3 -1 3 1+ 3v,
EXAMPLE 1 Letv,=|6|,vs= 0 |,x=| 12 |,and B = {v;,V,}. Then
2 1 7
B is a basis for H = Span {v, v,} because v, and v, are linearly independent. Deter-
mine if x is in A, and if it is, find the coordinate vector of x relative to B.

*1

FIGURE 1 A coordinate system on a plane
H inR3.



statements in the original theorem in Section 2.3.

THEOREM

Let A be an n x n matrix. Then the
the statement that A is an invertible matrix.

m.
ColA =R"
dimColA =n
rank A = n
Nul4 = {0}
dimNul 4 = 0

nR s OB

2.9 EXERCISES

The Invertible Matrix Theorem (continued)

are each equi

L

The columns of A form a basis of R".

In Exercises 1 and 2, find the vector X determined by the given
coordinate vector [x]s and the given basis B. Illustrate your

answer with a figure, as in the solution of Practice Problem 2.

L= {1 [2])me[2]
re= {30 =[]

In Exercises 3-6, the vector X is in a subspace H with a basis
B = {b,,b,}. Find the B-coordinate vector of x.

160 CHAPTER 2 Matrix Algebra

7. Let b =) | b=

2 = [_; W= _;].x: [:] and
B = {b;.b,}. Use the figure to estimate [W]s and [x].
Confirm your estimate of [x]s by using it and {b;,b,} to
compute X.

0 2 =2 2
=g} i [ 3+ 2]
55 ] and B = b1.bay. Use the figure to estimate
[x]5. [¥) 5. and [2] 5. Confirm your estimates of [y]s and [z]5
by using them and {b,,b,} to compute y and z.

Exercises 9-12 display a matrix A and an echelon form of A. Find
bases for Col A and Nul A, and then state the dimensions of these

subspaces.

i+ -3 2 -4 1 -3 2 -4
-3 9 -1 5 0 0 5 -7
d=1l2 5 4 =3|~|o 0 o s
|4 12 2 7 0o 0 0 o0

i -2 9 5 4

1 -1 6 5 -3

WA=l o To. —s 1, 2

L 4 1 9 1 -9

n -2 9 s 4

o 1 3 0 7

o 0o o0 1 =2

Lo o o0 0o o0

11.

12.

1 -2 -3
sne[ e [3] ]
1 -3 -7
4 b1=[_3],b1= 5]_x=[ 5]
1 -3 4
5. b= 5|.b=|-7|.x=| 10
-3 5 -7
-3 7 11
6 b= 1]|,bh= 5x= 0
—4 -6 |
rt 2 -5 o0 -1
2 5 -8 4 3
A4=13 9 9 -7 =2
L3 10 -7 u 7
M 2 -5 o0 -1
01 2 4 5
“lo o [ 2
lo o 0o o o
12 -4 3 37
5 10 -9 -7 8
A=l 4 8 -9 -2 1
l-2 -4 5 o -6]
n 2 -4 3 3
oo 1 2 o0
00 o0 o0 -5
lo 0o 0o o o

In Exercises 13 and 14, find a basis for the subspace spanned by
the given vectors. What is the dimension of the subspace?

13.

15.

16.

1 -3 2 —4
-3 9 -1 5
21'1-61'] 4 -3
-4 12 2 7
1 2 0 -1 3]
-1 -3 2 4 -8
-2 -1 —6 =71l 9
5 6 8 7 =5

Suppose a 3 x 5 matrix A has three pivot columns. Is Col
A =R Is Nul A = R*? Explain your answers.

Suppose a 4 x 7 matrix A has three pivot columns. Is Col
A =R? What is the dimension of Nul A? Explain your
answers.

In Exercises 17 and 18, mark each statement True or False. Justify
each answer. Here A is an m x n matrix.

17.

a fB={w,..., Vp} is a basis for a subspace H and if
X =V + -+ CpV,, then ¢y,..., ¢, are the coordi-
nates of X relative to the basis 5.

b. Each line in R" is a one-dimensional subspace of R".

°

. The dimension of Col A is the number of pivot columns
of A.
d. The dimensions of Col A and Nul A add up to the number
of columns of A.
e. If aset of p vectors spans a p-dimensional subspace H of
R", then these vectors form a basis for H.

. a. If Bis a basis for a subspace H, then each vector in H can

be written in only one way as a linear combination of the
vectors in B.

b. ¥B={v,..., v} is a basis for a subspace H of R”, then

the correspondence x > [x];s makes H look and act the
same as R”.



¢. The dimension of Nul A is the number of variables in the
equation Ax = 0.

d. The dimension of the column space of A is rank A.

e. If H is a p-dimensional subspace of R”, then a linearly
independent set of p vectors in H is a basis for H.

In Exercises 19-24, justify each answer or construction.

19.

20.

21.

22.

25.

26.

If the subspace of all solutions of Ax = 0 has a basis con-
sisting of three vectors and if A is a 5 x 7 matrix, what is the
rank of A?

What is the rank of a 4 x 5 matrix whose null space is three-
dimensional?

If the rank of a 7 x 6 matrix A is 4, what is the dimension of
the solution space of Ax = 0?

Show that a set of vectors {v,,v,, ..., vs} in R” is linearly

dependent when dim Span {v,, vy, ..., vs} = 4.

If possible, construct a 3 x4 matrix A such that dim
Nul A = 2 and dim Col A = 2.

Construct a 4 x 3 matrix with rank 1.

Let A be an n x p matrix whose column space is p-
dimensional. Explain why the columns of A must be linearly
independent.

Suppose columns 1, 3, 5, and 6 of a matrix A are linearly
independent (but are not necessarily pivot columns) and the
rank of A is 4. Explain why the four columns mentioned must
be a basis for the column space of A.



Topics and Objectives

. . . Topics
Section 3.1 : Introduction to Determinants We will cover these topics in this section.
1. The definition and computation of a determinant
Chapter 3 : Determinants 2. The determinant of triangular matrices
Math 1554 Linear Algebra Objectives
For the topics covered in this section, students are expected to be able to
do the following.
1. Compute determinants of n x n matrices using a cofactor expansion.

2. Apply theorems to compute determinants of matrices that have
particular structures.

Section3.1  Slide 172 Section31  Slide 173



Section 3.1 : Introduction to Determinants

Chapter 3 : Determinants

Math 1554 Linear Algebra

Seton 31 Side 172

A Definition of the Determinant

Suppose A is nx n and has elements as;.

1 Ifn=1, A= a1, and has determinant det A = 1.
2. Inductive case: forn > 1,

dot A= ayy det Ay — arpdot Ayg + -+ + (—1)'*"ay, det Ay,

where A;; is the submatrix obtained by eliminating row i and

column j of A.
Example
e o000
e 000
e oo oo DI
A=|o 0o 0 0 o = A=
oo 00
s o000
e 00 o
o000 0
PR

Topics and Objectives

Topics

We will cover these topics in this section.

1. The definition and computation of a determinant

2. The determinant of triangular matrices

Objectives

For the topics covered in this section, students are expected to be able to

do the following.

1. Compute determinants of n x n matrices using a cofactor expansion.

2. Apply theorems to compute determinants of matrices that have

particular structures.

5 9/18 - 9/22 2324
6 9/25-9/29 29
7 10/2 - 10/6 49

8 10/9 - 10/13 Break

Example 1

a b

Seion3s i1

WS2.2,2.3

WS2.8,2.9

Ws3.34.9

Break

25

3132

51,5.2

Exam 2, Review

WS3.1,3.2

WS5.1,5.2

Cancelled

2.8

33

52

5.3



Example 2

1 -5 0 1 -5 0
Compute det |2 4 —1| ={2 4 -1
2 0 0 2 0

Secton 31 Slde 176

Theorem
The determinant of a matrix A can be computed down any
row or column of the matrix. For instance, down the j**
column, the determinant is

det A= a1jCyj + ap;Coj + -+ + y;Cay.

This gives us a way to calculate determinants more efficiently.

Cofactors

Cofactors give us a more convenient notation for determinants.

Definition: Cofactor
The (i, ) cofactor of an n x n matrix A is

Cij = (~1)"* det A

The pattern for the negative signs is

Seton31 Side 177

Example 3

Compute the determinant of

coow
|
wo




Triangular Matrices

Theorem

If A is a triangular matrix then

det A = a11a22033 - - Gn.

Example 4
Compute the determinant of the matrix. Empty elements are zero.
21
21
21
21
21
21
2

Computational Efficiency

Note that computation of a co-factor expansion for an
requires roughly N'! multiplications.

X N matrix

A 10 x 10 matrix requires roughly 10! = 3.6 million multipli
© A 20 x 20 matrix requires 20! ~

4 x 10" multiplications
This doesn't mean that determinants are not useful.

* We will explore other methods that further the efficiency of their
calculation

o Determinants are very useful in multivariable calculus for solving
certain integration problems.



3.1 EXERCISES

Compute the determinants in Exercises 1-8 using a cofactor 2
expansion across the first row. In Exercises 1-4, also compute the 303
determinant by a cofactor expansion down the second column. 1
3 0 4 0 4 1 5
12 3 2 2[5 =3 o 5. |4
0 5 -1 2 3 1 6

170 CHAPTER 3 Determinants

4 3 0 4 ‘1 2
716 5 2 8.4 0 3

® s 3 3 =2 5
Compute the determinants in Exercises 9-14 by cofactor expan-
sions. At each step, choose a row or column that involves the least
amount of computation.

4 0" 0 § 1 -2 5 2

1 7 2 -5 0o o0 3 0
2 3 0 0 0 1 2 -4 -3 5

8 3. 1 7 2:- 0 '3 5

3 5 -6 4 3 0 0 o

0 -2 3 -3 7-2 0 o0
Wlg 0o 1 5| 22 6 3 o0

0o 0 0 3 3 -8 4 -3

4 0 -7 3 -5

0 002 0O 10
13. |17 3 -6 4 -8

5 0 5 2 -3

0o o0 9 -1 2

6 3 2 4 o0

9 0 -4 1 0
4. |8 =5 6 7 1

2 0 0 0 o

4 2 3 2 10

The expansion of a 3 x 3 determinant can be remembered by the
following device. Write a second copy of the first two columns to
the right of the matrix, and compute the determinant by multiply-
ing entries on six diagonals:

e %12.:%) % %
Og1 2% o2s| R 9%
o e e T
Add the do d di 1 d and sub the up-

ward products. Use this method to compute the determinants in
Exercises 15-18. Warning: This trick does not generalize in any
reasonable way to 4 x 4 or larger matrices.

L S0 @ 0: 3. 1
1. |2 3 2 16.|4 -5 0
0 5 =2 3 4 1
2 -3 3 1 3 4
173 2% 2 18.12 3 1
1 3 -1 3 3 2

In Exercises 19-24, explore the effect of an elementary row
operation on the determinant of a matrix. In each case, state the
row operation and describe how it affects the determinant.

o [o ale 3]

3 1 2 4
2 4.13 1 1
-1 2; 4 2
-3 5 =2 2
3 6.10 3 -3
s 2 -4 7

a+ke b+kd
) c d

22.

24.

[
21. [f
[_

Compute the deter of the el
Exercises 25-30. (See Section 2.2.)

matrices given in

2

1 0 o0 0o 0 1
25.]0 1 o0 2.0 1 0
L0 &k 1 1 0 o0
[1 0 o kK 0 0
27. o 1 0 28./0 1 0
i A0 A1 0o 0 1
(1 o o 0o 1 0
2. |10 k o0 3.1 0 o0
Lo o0 1 0o 0 1

Use Exercises 25-28 to answer the questions in Exercises 31
and 32. Give reasons for your answers.

31. What is the determinant of an elementary row replacement
matrix?

32. What is the determinant of an elementary scaling matrix with
k on the diagonal?

In Exercises 33-36, verify that det EA = (det E)(det A), where

E is the elementary matrix shown and 4 = [a

e ud
1 k 1 0
w3 4] s 9]

0 1 1 0
s [0 sfd O]
37. LetA= [i ;].WriteSA.lsdetSA=5delA?
38, Letd=|¢ lI; and let k be a scalar. Find a formula that

relates det kA to k and det A.

In Exercises 39 and 40, A is an n x n matrix. Mark each statement
True or False. Justify each answer.

39. a. An n xn determinant is defined by determinants of

(n —1) x (n — 1) submatrices.

b. The (i, j)-cofactor of a matrix A is the matrix A;; ob-
tained by deleting from A its ith row and jth column.

Thomas' Calculus Early Transcendentals and Linear Algebra and Its Applications, by Pearson Learning Solutions, Copyright © 2018 by Pearson Education, Inc. All Rights Reserved. Pearson Custom Edition.



Section 3.2 : Properties of the Determinant

Chapter 3 : Determinants

Math 1554 Linear Algebra

“A problem isn't finished just because you've found the right answer.”
- Yoko Ogawa

We have a method for computing determinants, but without some of the
strategies we explore in this section, the algorithm can be very inefficient

Section 32 Side 182

Topics and Objectives

Topics
We will cover these topics in this section.
» The relationships b row reducti the invertibility of a

matrix, and determinants.

Objectives
For the topics covered in this section, students are expected to be able to
do the following.
1. Apply properties of determinants (related to row reductions,
transpose, and matrix products) to compute determinants.
2. Use determinants to determine whether a square matrix is invertible.

Secten 32 Side 183



Section 3.2 : Properties of the Determinant

Chapter 3 : Determinants

Math 1554 Linear Algebra

“A problem isn't finished just because you've found the right answer.”
- Yoko Ogawa

We have a method for computing determinants, but without some of the
strategies we explore in this section, the algorithm can be very inefficient.

Setion32  Side 182

Row Operations

© We saw how determinants are difficult or impossible to compute
with a cofactor expansion for large N.
« Row operations give us a more efficient way to compute
determinants.
Theorem: Row Operations and the Determinant
Let A be a square matrix.
1. If a multiple of a row of A is added to another row to
produce B, then det B = det A.
2. If two rows are interchanged to produce B, then
det B= - det A,
3. If one row of A is multiplied by a scalar  to produce
B, then det B = k det A

Topics and Objectives

Topics
We will cover these topics in this section.
© The relationships between row reductions, the invertibility of a
matrix, and determinants.

Objectives
For the topics covered in this section, students are expected to be able to
do the following.
1. Apply properties of determinants (related to row reductions,
transpose, and matrix products) to compute determinants.
2. Use determinants to determine whether a square matrix is invertible.

5 9/18-9/22 2324 Ws2.2,2.3 25 Ws2.4,2.5
6 9/25-9/29 29 WS2.8,2.9 3132 Ws3.1,32
7 10/2-10/6 49 Ws33,4.9 51,52 WS5.1,5.2
8  10/9-10/13 Break Break Exam 2, Review  Cancelled
1 -4 2|
Example 1 Compute [-2 8 9|
—1 70

28

33



Invertibility Example 2 Compute the determinant

3
|

Important practical implication: If A is reduced to echelon form, by
interchanges of rows and columns, then

Lono
-
s o
0o 1 oo e

(4] = J (517 X (product of ivots), - when A s invertible
o, when A is singular.

Swian32 S 198 Swion32 Sida 167



THEOREM 3 Row Operations
Let A be a square matrix.

a. If a multiple of one row of A is added to another row to produce a matrix B,
then det B = det A.

b. If two rows of A are interchanged to produce B, then det B = —det A.
c. If one row of A is multiplied by k to produce B, thendet B = k - det A.

THEOREM 4 A square matrix A is invertible if and only if det A # 0.

THEOREM 6 Multiplicative Property
If A and B are n x n matrices, then det AB = (det A)(det B).

Properties of the Determinant Additional Example (if time permits)
For any square matrices A and B, we can show the following. Use a determinant to find all values of A such that matrix C'is not
1. det A =det AT. invertible.
2. s invertible if and only if det A # 0. 500
3. det(AB) = det A-det B. c=(00 1]|-xg
110
R sz S

Additional Example (if time permits)

Determine the value of

02 0\*
devA=der| 11 2
113

—I * * *-

0 [ ] * *

U=10 0 = =

0 0 0 =]
detU # 0

[m * * *

0 - * *

U=1o 0 0 =

0 0 0 o]
detU =0

FIGURE 1

Typical echelon forms of square
matrices.



3.2 EXERCISES

Each equation in Exercises 1-4 illustrates a property of determi-
nants. State the property.

10.

5 =2 1 =3 6
-3 6(=-]0 5 -2
-1 8 4 -1 8
2 2 1 2 2
3 —4(=|0 3 -4
7 4 0o 1 =2
-6 9 1 =2 3
5 =5[=3|3 5 -5
3 3 1 3 3
3 4 1 3 -4
0 -3|=(0 -6 5
-5 2 3 =5 2
in 5-10 by row ion to
5 -4 3 3 3
—4 5 6.13 4 —4
-8 7 2 -3 -5
3 0 2 1 3 2 4
-5 7 4 8 0 1 2 -5
5 2 1 i 7 6 =3
-1 2 -3 -3 =10 -7 2
-1 -3 0
1 5 4
0 5§ 3
=3 =2 3
3 -1 0 =2
2 —4 -2 -6
-6 2 3 10
5 -6 2 =3
2 -4 5 9

Combine the methods of row reduction and cofactor expansion to
compute the determinants in Exercises 11-14.

11.

3
3
-6
6

39

41

42.

4

0
0
8

-3

o

-1
-3
3

-1 2
3 4
1 4
2

a0 W W
woaoo

] L ]

2 5 4 1 L =5 4 1
4" q 6 2 0 -2 -4 o0
Ble 24 of "3 5 4 1
-6 7 171 0 -6 5 5 0
Find the determinants in Exercises 15-20, where
a b ¢
d e f 7.
g h {4
a b c a b c
15. | d e f 16. | 5d 5¢ 5f
3g 3h  3i g h i
[a+d b+e c+f d e f
17, d e i 18. |a b c
L ¢ h i g h i
a b ¢
19. |2d +a 2e+b 2f +c
g h i
a b ¢
20. |d+3g e+3h f+3i
g h i
In ises 21-23, use to find out if the matrix is
invertible.
['2 6 ‘O 5 1 -1
2. |1 3 2 22.]1 =3 =2
|3 9@ 2 0. 5 3
[2 0 0 6
1 -7 -5 0
2ils @ e o
L0 7 5 4

In Exercises 24-26, use determinants to decide if the set of vectors

is linearly independent.

Ni[EE
SHiglE

Let A and B be 3 x3 matrices, with detA = -3 and

178 CHAPTER 3 Determinants
3 2 =2 0
5 —6 -1 0
26| 2l S5l ikl
4 7 0 -2

In Exercises 27 and 28, A and B are n x n matrices. Mark each
statement True or False. Justify each answer.

27. a. A row replacement operation does not affect the determi-

nant of a matrix.

b. The determinant of A is the product of the pivots in any
echelon form U of A, multiplied by (—1)", where r is the
number of row interchanges made during row reduction

from Ao U.
c. If the columns of A are linearly dependent, then
detA =0.
d. det(A + B) =det A 4 det B.
28. a. Ifthreerowi are made in then the

new determinant equals the old determinant.

b. The determinant of A is the product of the diagonal entries
inA.

c. If det A is zero, then two rows or two columns are the
same, or a row or a column is zero.

d. detA™! = (=1)det A.

1 0 1
29. Compute det B*, where B=|1 1 2 |.
1 2 1
30. Use Theorem 3 (but not Theorem 4) to show that if two rows

of a square matrix A are equal, then det A = 0. The same is

true for two columns. Why?
In Exercises 31-36, mention an appropriate theorem in your
explanation.

1
31. Show thatif A is invertible, then det A™' = ——.
det A

Suppose that A is a square matrix such that det A* = 0.
Explain why A cannot be invertible.

32.

33. Let A and B be square matrices. Show that even though
AB and BA may not be equal, it is always true that
det AB = det BA.

Let A and P be square matrices, with P invertible. Show that
det(PAP™') = det A.

Let U be a square matrix such that U"U = I. Show that
detU = £1.

Find a formula for det(rA4) when A is an n x n matrix.

34.
3s.
36.

Verify that det AB = (det A)(det B) for the matrices in Exercises
37 and 38. (Do not use Theorem 6.)

_[3 0lis [z ©
m sl a=2 9

det B = 4. Use properties of determinants (in the text and
in the exercises above) to compute:

a. detAB b. det54
d. detA™! e. detA?

Let A and B be 4 x4 matrices, with detA = -3 and
det B = —1. Compute:

a. detAB b. det B®

d. det A" BA e. det B~'AB

Verify that det A = det B + det C, where

_[a+e b+ f _|a b L A
A_[ ¢ d ]’B_[c d]'c_[c d
Let A=[' 0] and B=[’; b]. Show  that

0 1 d
det(A + B) = detA +detBifand only ifa +d = 0.

c. det BT

c. det24



Section 3.3 : Volume, Linear Transformations

Chapter 3 : Determinants

Math 1554 Linear Algebra

NOTE: Cramers rule and Adjoint of a matrix are NOT covered in Math 1554

Topics and Objectives

Topics
We will cover these topics in this section.
1. Relationships between area, volume, determinants, and linear
transformations.

Objectives
For the topics covered in this section, students are expected to be able to
do the following.

1. Use determinants to compute the area of a parallelogram, or the
volume of a parallelepiped, possibly under a given linear
transformation.

Students are not expected to be familiar with Cramer’s rule.

Secton 33 Side 102



. . . Topics and Objectives
Section 3.3 : Volume, Linear Transformations 5 9/18 - 9/22 2324 WS22.2.3 25 WS2.4,2.5

opics
We will cover these topics in this section.
Relationships between area, volume, determinants, and linear

Chapter 3 : Determinants transformations. 6 9/25 -9/29 29 Ws2.829 3132 Ws3.1,3.2
Math 1554 Linear Algebra Objectives
z:v‘;'lz':;:\;‘s"::wwd in this section, students are expected to be able to 7 10/2 - 10/6 49 W53.3.4.9 5152 WS5.1.5.2
Use determinants to compute the area of a parallelogram, or the
volume of a parallelepiped, possibly under a given linear

ransformation 8  10/9-10/13 Break Break Exam 2, Review ~ Cancelled

Students are not expected to be familiar with Cramer’s rule

NOTE: Cramers rule and Adjoint of a matrix are NOT covered in Math 1554

Supplementary FREE textbook

NOTE: Cramers rule and Adjoint of a matrix are NOT covered in
Math 1554

Interactive Linear Algebra

Dan Margalit, Joseph Rabinoff

% Interactive Linear Algebra

= Index < Prev. A Up Next >

Dan Margalit, Joseph Rabinoff

Interactive Linear Algebra -
= Index < Prev A Up Next >

Dan Margalit
School of Mathematics
Georgia Institute of Technology

Joseph Rabinoff 4.3 Determinants and Volumes
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June 3, 2019 Objectives

1. Understand the relationship between the determinant of a matrix and the
volume of a parallelepiped.

N

. Learn to use determinants to compute volumes of parallelograms and triangles.

w

. Learn to use determinants to compute the volume of some curvy shapes like
ellipses.

4. Pictures: parallelepiped, the image of a curvy shape under a linear
transformation.

3

. Theorem: determinants and volumes.

o

Vocabulary word: parallelepiped.

In this section we give a geometric interpretation of determinants, in terms of volumes.
This will shed light on the reason behind three of the four

defining properties of the determinant. It is also a crucial ingredient in the change-of-
variables formula in multivariable calculus.

Parallelograms and Paralellepipeds

The determinant computes the volume of the following kind of geometric object.

Definition. The paralellepiped determined by n vectors v;,v,,...,v, in R" is the
subset

P={u1xl+a2x2+--~+a"x" 0<aqa,a,,...,qa, Sl}.

In other words, a parallelepiped is the set of all linear combinations of n vectors with
coefficients in [0, 1]. We can draw parallelepipeds using the parallelogram law for
vector addition.

Example (The unit cube). The parallelepiped determined by the standard
coordinate vectors ey, e,,...,e, is the unit n-dimensional cube.

e, 4




Topics and Objectives Determinants, Area and Volume
Topics In B2, determinants give us the area of a parallelogram.
We will cover these topics in this section.

1. Relationships between area, volume, determinants, and linear @@+cb+d
transformations.

Objectives

For the topics covered in this section, students are expected to be able to
do the following

1. Use determinants to compute the area of a parallelogram, or the

volume of a parallelepiped, possibly under a given linear
transformation

Students are not expected to be familiar with Cramer’s rule.

.
/ ofy

a b

x |o 0

0
Seton33 e 102 Swton33  Skde 193 FIGURE 3
Volume = |abc|.
Example (Parallelograms). Whenn=2, a is just a lell in

R2. Note that the edges come in parallel pairs When does a parallelepiped have zero volume? This can happen only if the

parallelepiped is flat, i.e., it is squashed into a lower dimension.

Wy

Example. When n = 3, a parallelepiped is a kind of a skewed cube. Note that the
faces come in parallel pairs.

This means exactly that {v,,v,,...,v,} is linearly dependent, which by this
corollary in Section 4.1 means that the matrix with rows v;, v,, .

.., v, has determinant
zero. To summarize

Key Observation. The parallelepiped defined by v;,v,,..., v, has zero volume if and
only if the matrix with rows v,,v,,...,v, has zero determinant.

Example (Area of a triangle). #

Find the area of the triangle with vertices (—1,—2), (2,—1), (1,3).

Solution

Doubling a triangle makes a paralellogram. We choose two of its sides to be the
rows of a matrix.




Determinants as Area, or Volume

The volume of the parallelpiped spanned by the columns of
an n x n matrix A is [det A|.

Key Geometric Fact (which works in any dimension). The area of
the parallelogram spanned by two vectors @,5 is equal to the area
spanned by @,cd + b, for any scalar c.

a ay+L

\

FIGURE 2 Two parallelograms of equal area

Stion 33 Side 161

Example 1

Calculate the area of the parallelogram determined by the points
(=2,-2),(0,3), (4,-1),(6,4)

FIGURE 5 Translating a parallelogram does not change its
area

Stion33 Side 196

Any 3 x 3 matrix A can be transformed into a diagonal matrix using
column operations that do not change |det(A)].

FIGURE 4 Two parallelepipeds of equal volume.

Stion 33 Side 195

Linear Transformations

If Ty :R™ +— R™, and S is some parallelogram in R", then

volume (T4(S)) = |det(A)| - volume(S)

An example that applies this theorem is given in this week's worksheets.

Setion 33 Slde 197



THEOREM 10

Let 7 : R? — R2 be the linear transformation determined by a 2 x 2 matrix A. If
S is a parallelogram in R?, then

{area of T(S)} = |det A| - {area of S} 5)
If T is determined by a 3 x 3 matrix A, and if S is a parallelepiped in R?, then
{volume of T'(S)} = |det A| - {volume of S} (6)

Find the area of the interior E of the ellipse defined by the equation

2x—y\, (y+3x\* _
( 2 )+( 3 )‘1'

GeoGebra  Calculator Suite ( /V Graphing - |
@ abxiy-1 : S

@ e (2-y) /2y + 3/ e

i

i®

= 3760911843078

= 3415026535808

1 i
A:(l 7?]
i) e

B = Intersect(xéxs,yAxis) ¢
= (0.0
€ = Point(eql)

= (0933165408731, 0. ISTIA

u = Vector(®,C) f | 22 = e s e

v=(Au

() -1 mzuszssm)
= \-0.8230573792108,

w=(aty)

+ | Inpu




Example (Area of an ellipse). A

Find the area of the interior E of the ellipse defined by the equation

2x—y\*  (y+3x\ _
FF2) =) =




In Exercises 19-22, find the area of the parallelogram whose
vertices are listed.

19.
20.
21.
22.
23.

R

25.

26.

27.

29.

30.

31.

(0.0).(5.2).(6.4),(11.6)

(0,0),(=2,4),(4.-5),(2.-1)
(=2,0),(0,3),(1,3),(-1,0)
0,-2),(5,-2),(=3,1),(2,1)

Find the volume of the parallelepiped with one vertex at
the origin and adjacent vertices at (1,0,-3), (1,2.4), and
(5.1.0).

Find the volume of the parallelepiped with one vertex at
the origin and adjacent vertices at (1,3,0), (-2,0,2), and
(=1,3,-1).

Use the concept of volume to explain why the determinant of
a 3 x 3 matrix A is zero if and only if A is not invertible. Do
not appeal to Theorem 4 in Section 3.2. [Hint: Think about
the columns of A.]

Let 7 : R™ — R" be a linear transformation, and let p be a
vectorand S a setin R™. Show that the image of p + S under
T is the translated set T(p) + 7(S) in R".

Let S be the parallelogram determined by the vectors

b, = [‘i] and b, = [_g].and let A= [_g ‘;]

Compute the area of the image of S under the mapping
X > Ax.

Repeat Exercise 27 with b, = [_4], b2=[0]. and

7 1
s 2
[z 7]
Find a formula for the area of the triangle whose vertices are
0,v,,and v, in R?,
Let R be the triangle with vertices at (x,, y,), (x2, ¥2), and
(x3, ¥3). Show that

1 X N 1
{area of triangle} = —det | x» »2 1
2 A
x3 ys 1
[Hint: Translate R to the origin by subtracting one of the
vertices, and use Exercise 29.]

Let T : R* — R? be the linear transformation determined
a 0o o0

by the matrix A= | 0 b 0 |, where a, b, and ¢ are
0 0 ¢



